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Improving extreme learning machine performance using ant
colony optimization feature selection. Application to
automated medical diagnosis
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Abstract. Extreme Learning Machine (ELM) is a single-hidden layer feedforward neural

network, where the weights between the input and hidden layer are randomly generated and
never updated, whereas the hidden-output weights are analytically computed. Theoretical

studies have shown that ELM maintains the universal approximation capability. Artificial
Intelligence applied in automated medical diagnosis is problematic due to the high risk of

overfitting the data, because of the large number of attributes. The goal of this paper is

to propose a feature selection (FS) mechanism based on Ant Colony Optimization (ACO), in
order to speed up the computational process of the ELM. The proposed model has been tested

on three publicly available high-dimensional datasets.
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1. Introduction

In the last decade, machine learning (ML) and medicine go hand in hand [17].
Neural networks (NNs) are one of the most powerful ML methods. They represent
”massively parralled distributed processors” [9] that can be used in modelling non-
linear data. NNs mimic the way the human brain works. NNs have been used in
breast cancer detection and recurrence [2], [5], [8], [11], cardovascular diseases [13],
colon cancer [15], Alzheimer’s disease [3], liver fibrosis stadialization [6], [7].

There are two important issues that need to be addressed in order to unlimit the
use of ML techniques as classifiers. The first is the ”curse of dimensionality” due to
the large number of features that describe the data, and the second is the ”curse of
dataset sparsity” due to the limited number of instances.

ELM has been proposed as a new learning algorithm for NNs, causing an intense
dispute in the academic community. Despite this, there have been proposed a numer-
ous of variants of ELM [18], [19], [20]. ELM has been successfully used in medical
applications including different types of cancer (breast, colon, leukemia, lung).

Fully connected NN can lead to high complexity or even redundancy. In order to
boost ELM computational performance, one can perform feature selection (FS) on
the database, thus selecting the most relevant attributes. [12] have used association
rules as FS, [14] have used particle swarm optimization as FS, [16] have used hill
climbing as FS, [1] have used statistical tools as FS. The current work proposes an
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ACO algorithm in order to improve the performance and speed of the ELM. The
remainder of this paper is organized as it follows. Section 2 presents both the design
and implementation of the tandem ACO-ELM. Section 3 presents the benchmarking
datasets. Section 4 presents the experimental results and corresponding discussions.
The last Section deals with conclusions and future work.

2. Materials and Methods

This paper proposes a FS mechanism that is based on an ACO algorithm. The
ACO-ELM is presented in two steps: firstly, the traditional ELM, and, secondly, the
attribute filtering module using ACO.

2.1. Traditional ELM algorith. ELM is a single layer neural network, with ran-
domly initialized weights between the input and the hidden layer. The weights be-
tween the hidden layer and the output are computed using a Moore-Penrose genera-
lized inverse [10]. We present below the traditional ELM algorithm.

ELM algorithm
(1) Randomly assign the input weights wi.
(2) Compute the hidden layer output matrix G.
(3) Compute the hidden layer output weight vector h = G+ ∗ o, where G is the

hidden output matrix computed at step 2, G+ is the Moore-Penrose generalized
inverse of G, and o is the output vector.

2.2. The ACO FS module. The ACO FS algorithm is a method inspired by nature,
simulating the behavior of ants through their cooperation and adaptation to the
environment. In real colonies, the ants use an odorous substance, pheromone, in order
to indirect communicate with each other. The pheromone is laid by an ant when a
source of food is found. The quantity of the laid pheromone is strictly correlated to
the distance between the nest and the food source. The other ants move randomly
through space, but, when one detects a certain amount of pheromone, it is very likely
that it will decide to follow that path. Thus, this ant itself will lay a certain amount
of pheromone to that specific path. In this way, the path that has been used by more
ants will become more appealing to follow. This means that each time an ant follows
that path, it lays pheromone and that increases the probability of that path to be
chosen again and again. [4] proposed this method in order to solve combinatorial
optimization problems. The first use of ACO was on the solving of the classical
traveling salesman problem. We propose the following ACO algorithm in order to
perform FS.

ACO algorithm
(1) randomly initialize feature subsets for each of the n ants of the colony, with the

constrain that no ant has the same feature set.
(2) initialize the pheromone matrix T with 0.
(3) for each ant, compute the pheromone level. Transform the pheromone values

into probabilities for the features that will be chosen by the colony in the next
iteration. Each feature has the probability pi, given by:

pi =
Ti∑n
i=0 Ti
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to be picked by the ant Sj , , taking into consideration the fact that each feature
set cannot have duplicates.

(4) the number of selected features is determined by m, where m is decreased by
1 at each step to pinpoint the most significant feature. If m < 2, we generate
m according to a random selection procedure similar to the classical roulette
method.

(5) Solution evaluation: evaluate each ants feature subset using the ELM algorithm.
(6) Pheromone update: we iterate over the k best ants, and update the pheromone

map using the MSE (mean squared error) computed in the evaluation step of the
solution, given by:

∆Ti =

{
(max(MSE)−MSEj)

maxg=1:k(max(MSE)−MSEg)
, if fi ∈ Sj

0, otherwise

Ti = (1− p) ∗ Ti + ∆Ti

where Ti is the pheromone associated to the feature fi, and MSEj is the esti-
mated MSE of the classification result obtained from the ELM for the features
of Sj .

3. Benchmarking datasets

Two of the three medical datasets used in the benchmarking process refer to gene
expression used in cancer detection from the publically available Machine Learning
Data Set Repository (http://mldata.org/). They refer to the DNA micro-array tech-
nology in breast cancer and lung cancer. The last one refers to thyroid disease and
contains bio-chemical analysis. It is noteworthy that all datasets are wide datasets,
ranging from 21 to 24881 attributes, and from 62 to 7200 instances. They are chosen
intentionally unbalanced in order to see the natural performance of the ACO-ELM
algorithm in real-world conditions.
(1) Breast cancer Kent Ridge (BCKR). The datasets contains 97 instances with

24481 attributes and two-class decision (46 relapse vs. 51-non-relapse). Available
at: http://mldata.org/repository/data/viewslug/breast-cancer-kent-ridge-2/

(2) Lung cancer Michingan (LCM). The dataset contains 96 instances with 7129
attributes and two-class decision (86-tumor vs. 10 -normal). Available at:
http://mldata.org/repository/data/viewslug/lung-cancer-michigan/

(3) Thyroid disease (TD). The dataset contains 7200 instances with 21 attributes
and three decision classes, that is the stages of the disease (1, 2 or 3).

To assess the performance of this ACO-ELM model we have used the 10-fold cross-
validation as testing method, since in this case, two out of three datasets have not a
large enough size. Hence, the classification accuracy for the training/testing phases
has been computed 10 times, each time leaving out one of the sub-samples and using
that sub-sample as a test sample for cross-validation. Therefore, each sub-sample is
used 9 times as training sample and just once as testing sample. If the model performs
as well in the test sample as in the training sample, we can say that it cross-validates
well.
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4. Results

Since one of most important goals of this paper is to compare the classification
performances of the ACO-ELM model with the traditional ELM, an a priori sta-
tistical power analysis (two-tailed type of null hypothesis) has been performed to
determine the appropriate sample size in order to achieve adequate statistical power.
Accordingly, we have considered a sample of 100 different computer runs (of a com-
plete cross-validation cycle) for each model, providing a statistical power equaling
95% with type I error α = 0.05 for the comparison test subsequently used.
The results of the classification performances of the ACO-ELM, in terms of average,
standard deviation (SD) and 95% confidence intervals (CI), averaged over 100 com-
puter runs of a complete cross-validation cycle are displayed in Table 1.

Datasets BCWD LC THY

Performance measures (%) ACO-ELM 52.00 93.70 92.59
Performance measures (%) 3-MLP 47.50 69.17 91.00

We can see from above the table that the new model outperforms the classic MLP on
these specific databases.

5. Conclusion

This paper presents a FS model using ACO along with on an ELM algorithm, and
its performance to a standard ELM. The model was tested on five large publically
available medical datasets in order to validate our conclusions. The computational
results suggest the suitability of this new model for the classification of different
diseases.
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