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Multiwavelets on local fields of positive characteristic

Mohammad Younus Bhat

Abstract. Multiwavelets have more freedom in their construction and thus can combine more
useful properties than the scalar wavelets. Symmetric scaling functions constructed have short

support, generate an orthogonal MRA and provide approximation order 2. These properties

are very desirable in many applications but cannot be achieved by one scaling function. In
this paper we construct multiwavelets on local fields of positive characteristic. We also give

their characterization by means of some basic equations in the frequency domain.
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1. Introduction

Multiresolution analysis (MRA) is an important mathematical tool since it provides
a natural framework for understanding and constructing discrete wavelet systems.
Usually it is assumed that an MRA is generated by one scaling function and dilates
and translates of only one wavelet ψ ∈ L2(K) form a stable basis of L2(K). Here, we
consider a generalization allowing several wavelet functions ψ1, . . . , ψr. The vector
generated from this system will be called as a multiwavelet on local fields of positive
characteristic.

In recent years there has been a considerable interest in the problem of construct-
ing wavelet bases on various groups, namely, Cantor dyadic groups,locally compact
Abelian groups,6 positive half-line R+, p-adic fields, Vilenkin groups, Heisenberg
groups and Lie groups. Benedetto and Benedetto[1] developed a wavelet theory for
local fields and related groups. They did not develop the MRA approach, their
method is based on the theory of wavelet sets and only allows the construction of
wavelet functions whose Fourier transforms are characteristic functions of some sets.
Since local fields are essentially of two types: Zero and positive characteristic (ex-
cluding the connected local fields R and C). Examples of local fields of characteristic
zero include the p-adic field Qp whereas local fields of positive characteristic are the
Cantor dyadic group and the Vilenkin p-groups. Even though the structures and
metrics of local fields of zero and positive characteristics are similar, but their wavelet
and MRA theory are quite different. In recent years, local fields have attracted the
attention of several mathematicians, and have found innumerable applications not
only to number theory but also to representation theory, division algebras, quadratic
forms and algebraic geometry. As a result, local fields are now consolidated as part
of the standard repertoire of contemporary mathematics. For more details we refer
to [1, 8, 9, 10] and the many references therein.
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Multiwavelets have more freedom in their construction and thus can combine more
useful properties than the scalar wavelets. Symmetric scaling functions constructed
by Geronimo, Hardin, and Massopust[4] have short support, generate an orthogonal
MRA and provide approximation order. These properties are very desirable in many
applications but cannot be achieved by one scaling function. Multiwavelets is a recent
topic of active research in the field of wavelets. There is much research conducted on
the construction of orthonormal and biorthogonal multiwavelets [2, 3, 5, 6] and the
application of these multiwavelets to signal and image processing is gaining interest
as well see [7]. Thus, multiwavelets can be useful for various practical problems

This paper is organized as follows. In Sec. 2, we discuss some preliminary facts
about local fields of positive characteristic including the definition of Fourier trans-
form. In Sec. 3, we construct multiwavelets on local fields of positive characteristic.
We also give their characterization by means of some basic equations in the frequency
domain.

2. Preliminaries on local fields

Let K be a field and a topological space. Then K is called a local field if both K+

and K∗ are locally compact Abelian groups, where K+ and K∗ denote the additive
and multiplicative groups of K, respectively. If K is any field and is endowed with the
discrete topology, then K is a local field. Further, if K is connected, then K is either
R or C. If K is not connected, then it is totally disconnected. Hence by a local field,
we mean a field K which is locally compact, non-discrete and totally disconnected.
The p-adic fields are examples of local fields. More details are referred to [10]. In
the rest of this paper, we use the symbols N,N0 and Z to denote the sets of natural,
non-negative integers and integers, respectively.

Let K be a local field. Let dx be the Haar measure on the locally compact Abelian
group K+. If α ∈ K and α 6= 0, then d(αx) is also a Haar measure. Let d(αx) = |α|dx.
We call |α| the absolute value of α. Moreover, the map x → |x| has the following
properties: (a) |x| = 0 if and only if x = 0; (b) |xy| = |x||y| for all x, y ∈ K; and
(c) |x + y| ≤ max {|x|, |y|} for all x, y ∈ K. Property (c) is called the ultrametric
inequality. The set D = {x ∈ K : |x| ≤ 1} is called the ring of integers in K. Define
B = {x ∈ K : |x| < 1}. The set B is called the prime ideal in K. The prime ideal
in K is the unique maximal ideal in D and hence as result B is both principal and
prime. Since the local field K is totally disconnected, so there exist an element of B
of maximal absolute value. Let p be a fixed element of maximum absolute value in
B. Such an element is called a prime element of K. Therefore, for such an ideal B in
D, we have B = 〈p〉 = pD. As it was proved in [10], the set D is compact and open.
Hence, B is compact and open. Therefore, the residue space D/B is isomorphic to a
finite field GF (q), where q = pk for some prime p and k ∈ N.

Let D∗ = D \B = {x ∈ K : |x| = 1}. Then, it can be proved that D∗ is a group
of units in K∗ and if x 6= 0, then we may write x = pkx′, x′ ∈ D∗. For a proof of this
fact we refer to [10]. Moreover, each Bk = pkD =

{
x ∈ K : |x| < q−k

}
is a compact

subgroup of K+ and usually known as the fractional ideals of K+. Let U = {ai}q−1i=0

be any fixed full set of coset representatives of B in D, then every element x ∈ K can
be expressed uniquely as x =

∑∞
`=k c`p

` with c` ∈ U . Let χ be a fixed character on
K+ that is trivial on D but is non-trivial on B−1. Therefore, χ is constant on cosets
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of D so if y ∈ Bk, then χy(x) = χ(yx), x ∈ K. Suppose that χu is any character
on K+, then clearly the restriction χu|D is also a character on D. Therefore, if
{u(n) : n ∈ N0} is a complete list of distinct coset representative of D in K+, then,
as it was proved in [10], the set

{
χu(n) : n ∈ N0

}
of distinct characters on D is a

complete orthonormal system on D.

The Fourier transform f̂ of a function f ∈ L1(K) ∩ L2(K) is defined by

f̂(ξ) =

∫
K

f(x)χξ(x)dx. (2.1)

It is noted that

f̂(ξ) =

∫
K

f(x)χξ(x)dx =

∫
K

f(x)χ(−ξx)dx.

Furthermore, the properties of Fourier transform on local field K are much similar
to those of on the real line. In particular Fourier transform is unitary on L2(K).

We now impose a natural order on the sequence {u(n)}∞n=0. We have D/B ∼= GF (q)
where GF (q) is a c-dimensional vector space over the field GF (p). We choose a set

{1 = ζ0, ζ1, ζ2, . . . , ζc−1} ⊂ D∗ such that span {ζj}c−1j=0
∼= GF (q). For n ∈ N0 satisfying

0 ≤ n < q, n = a0 + a1p+ · · ·+ ac−1p
c−1, 0 ≤ ak < p, and k = 0, 1, . . . , c− 1,

we define

u(n) = (a0 + a1ζ1 + · · ·+ ac−1ζc−1) p−1. (2.2)

Also, for n = b0 + b1q+ b2q
2 + · · ·+ bsq

s, n ∈ N0, 0 ≤ bk < q, k = 0, 1, 2, . . . , s, we set

u(n) = u(b0) + u(b1)p−1 + · · ·+ u(bs)p
−s. (2.3)

This defines u(n) for all n ∈ N0. In general, it is not true that u(m+n) = u(m)+u(n).
But, if r, k ∈ N0 and 0 ≤ s < qk, then u(rqk + s) = u(r)p−k + u(s). Further, it is also
easy to verify that u(n) = 0 if and only if n = 0 and {u(`) + u(k) : k ∈ N0} = {u(k) :
k ∈ N0} for a fixed ` ∈ N0. Hereafter we use the notation χn = χu(n), n ≥ 0.

Let the local field K be of characteristic p > 0 and ζ0, ζ1, ζ2, . . . , ζc−1 be as above.
We define a character χ on K as follows:

χ(ζµp
−j) =

{
exp(2πi/p), µ = 0 and j = 1,
1, µ = 1, . . . , c− 1 or j 6= 1.

(2.4)

3. Multiresolution analysis with multiplicity r

Definition 3.1. A multiresolution analysis (MRA) of of multiplicity r of L2(K) is
a nested sequence of closed subspaces {Vj : j ∈ Z} of L2(K) satisfying the following
properties:

(a) Vj ⊂ Vj+1 for all j ∈ Z;
(b)

⋃
j∈Z Vj is dense in L2(K);

(c)
⋂
j∈Z Vj = {0};

(d) f(x) ∈ Vj if and only if f(p−1x) ∈ Vj+1 for all j ∈ Z;
(e) there exist a vector Φ = (ϕ1, . . . , ϕr)

T , of L2 functions such that
{
ϕν
(
x−u(k)

)
;

ν = 1, . . . , r, k ∈ N0

}
forms an orthonormal basis for V0.
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The vector function Φ = (ϕ1, . . . , ϕr)
T is called a scaling vector and is said to

generate multiresolution analysis. Since
{
ϕν
(
p−1x − u(k)

)
; ν = 1, . . . , r, k ∈ N0

}
is

an orthonormal basis for V1 and V0 ⊂ V1, it follows that Φ satisfies a matrix-valued
refinement equation of the form

Φ(x) =
√
q
∑
k∈N0

Ck Φ
(
p−1x− u(k)

)
, (3.1)

for some sequences of r×r matrices. Equation (3.1) can be rewritten in the frequency
domain as

Φ̂(ξ) = H0(pξ)Φ̂(pξ), (3.2)

where

H0(ξ) =
1
√
q

∑
k∈N0

Ck χk(ξ), (3.3)

is an r × r matrix of integral periodic functions.
By the repeated application of (3.2), we have

Φ̂(ξ) =

 ∞∏
j=1

H0(pjξ)

 Φ̂(0).

If the infinite product
∏∞
j=1H0(pjξ) converges, then Φ̂(ξ) is well defined and we say

that Φ̂(ξ) is generated by H0(ξ).

Definition 3.2. A vector function Ψ = (ψ1, . . . , ψr)
T is called a multiwavelet associ-

ated with the scaling function Φ if for ν = 1, . . . , r and k ∈ N0,{
ϕν
(
x− u(k)

)}
∪
{
ψν
(
x− u(k)

)}
is an orthonormal basis of V1.

Let
Wj = span

{
ψν
(
x− u(k)

)
; ν = 1, . . . , r, k ∈ N0

}
.

Then
Vj+1 = Vj +Wj , j ∈ Z. (3.4)

Therefore, the properties of the Definition 3.1 imply that

Vj = span
⋃
j′<j

Wj′ . (3.5)

Since W0 ⊂ V1, it follows that Ψ can be expressed as

Ψ̂(ξ) = H`(pξ)Φ̂(pξ), (3.6)

where

H`(ξ) =
1
√
q

∑
k∈N0

Dk χk(ξ). (3.7)

Theorem 3.1. The necessary and sufficient condition for the system{
ϕν
(
x− u(k)

)
; ν = 1, . . . , r, k ∈ N0

}
(3.8)

to constitute an orthonormal system is∑
k∈N0

CkC
T
qσ+k = qδ0,σIr, σ ∈ N0.
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Proof. From the orthonormality of system (3.8), we have∫
K

Φ(x)ΦT
(
x− u(k)

)
dx = qδo,kIr, k ∈ N0.

Using equation (3.1), we have

q

∫
K

∑
k∈N0

Ck Φ
(
p−1x− u(k)

) ∑
σ∈N0

ΦT
(
p−1x− p−1u(k)− u(σ)

)
CTσ dx

=
1

q

∑
k∈N0

∑
σ∈N0

Ck

(∫
K

Φ
(
x− u(k)

)
ΦT
(
x− u(qk)− u(σ)

))
CTσ dx

=
1

q

∑
k∈N0

∑
σ∈N0

Ckδk,qk+σC
T
σ dx

=
1

q

∑
σ∈N0

Cqk+σC
T
σ dx

= δ0,kIr.

This completes the proof. �

Theorem 3.2. The necessary conditions for matrix Dk to produce orthogonal multi-
wavelets are ∑

k∈N0

DkD
T
qσ+k = δ0,σIr,

∑
k∈N0

CkD
T
qσ+k = 0, σ ∈ N0.

Proof. Corresponding to Φ(x), we have Ψ = (ψ1, . . . , ψr)
T . Thus, to generate an

orthonormal basis of W0, the translates of Ψ
(
x− u(k)

)
should satisfy∫

K

Ψ(x)ΨT
(
x− u(k)

)
dx = qδo,kIr, k ∈ N0. (3.9)

On the other hand, since V−1 = V0 ⊕W0, so∫
K

Φ(x)ΨT
(
x− u(k)

)
dx = 0, k ∈ N0. (3.10)

Using equation (3.6) and Theorem 3.1, the identities (3.9) and (3.10) give the
desired result. This completes the proof. �

Let {ϕν : 1 ≤ ν ≤ r} be functions in L2(K) such that the system (3.8) is an
orthonormal. Let V = span

{
ϕν
(
p−1x−u(k)

)
; ν = 1, . . . , r, k ∈ N0

}
. For 1 ≤ ν, µ ≤ r

and 0 ≤ ` ≤ q − 1, suppose there exists a sequence
{
h`νµk

}
∈ l2(N0). Then equation

(3.6) can be readdressed as

ψ`ν(x) = q1/2
r∑

ν=1

∑
k∈N0

h`νµkϕν
(
p−1x− u(k)

)
. (3.11)
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Taking Fourier transform on both sides of (3.11), we have

ψ̂`ν(ξ) =
1

q

r∑
ν=1

∑
k∈N0

h`νµkϕ̂ν(pξ)χk(pξ)

=

r∑
ν=1

h`νµ(pξ)ϕ̂ν(pξ), (3.12)

where

h`νµ(ξ) =
1

q

∑
k∈N0

h`νµkχk(ξ), 1 ≤ ν, µ ≤ r, 0 ≤ ` ≤ q − 1, (3.13)

is an integral periodic functions in L2(D). For 0 ≤ ` ≤ q − 1, we define the r × r
matrices as

H`(ξ) =
[
h`νµk(ξ)

]r
ν,µ=1

. (3.14)

We now give a characterization of the orthonormality of the system defined by
(3.8).

Theorem 3.3. The system (3.8) is orthonormal if and only if∑
k∈N0

ϕ̂ν
(
ξ + u(k)

)
ϕ̂µ
(
ξ + u(k)

)
= δν,µ, 1 ≤ ν, µ ≤ r.

Proof. Suppose that the system (3.8) is orthonormal. Since for 1 ≤ ν, µ ≤ r and
t, s ∈ N0, 〈

ϕν
(
x− u(s)

)
, ϕµ

(
x− u(t)

)〉
=
〈
ϕν , ϕµ

(
x− u(t− s)

)〉
,

Hence
δν,µδ0,s =

〈
ϕν , ϕµ

(
x− u(s)

)〉
=

〈
ϕ̂ν ,

(
ϕµ
(
x− u(s)

))∧〉
=

∫
K

ϕ̂ν(ξ)ϕ̂µ(ξ)χs(ξ)dξ

=

∫
D

(∑
k∈N0

ϕ̂ν
(
ξ + u(k)

)
ϕ̂µ
(
ξ + u(k)

))
χs(ξ)dξ,

where we have splited the integral over every coset of D inK. Therefore the N0−periodic
functions

Gν,µ(ξ) =
∑
k∈N0

ϕ̂ν
(
ξ + u(k)

)
ϕ̂µ
(
ξ + u(k)

)
,

has Fourier coefficients Ĝν,µ
(
x−u(s)

)
= δν,µδ0,s for s ∈ N0, which imply that Gν,µ =

δν,µ. This proves the necessary part. The sufficient part can be proved by reversing
the above steps. This completes the proof. �

Theorem 3.4. Let {ϕν : 1 ≤ ν ≤ r} be functions in L2(K) such that the system{
ϕν
(
p−1x−u(k)

)
; ν = 1, . . . , r, k ∈ N0

}
is an orthonormal. Let V be its closed linear

span. Further, let ψ`ν and H` be defined by equations (3.11) and (3.13) respectively.
Then the system{

ψ`ν
(
x− u(k)

)
; ν = 1, . . . , r, 0 ≤ ` ≤ q − 1, k ∈ N0

}
(3.15)
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is an orthonormal system if and only if

q−1∑
t=1

H`

(
ξ + pu(t)

)
Hm

(
ξ + pu(t)

)
= δ`,mIr, 0 ≤ `,m ≤ q − 1. (3.16)

Proof. Using equation (3.12) and Theorem 3.3, we have for 0 ≤ `,m ≤ q − 1, 1 ≤
ν, µ ≤ r and s ∈ N0,〈
ψ`µ, ψ

m
ν

(
x− u(s)

)〉
=

〈
ψ̂`µ,

(
ψmν
(
x− u(s)

))∧〉
=

∫
K

ψ̂`µ(ξ)ψmν (ξ)χs(ξ)dξ

=

∫
K

r∑
σ=1

r∑
γ=1

h`µσ(pξ)hmνγ(pξ)ϕ̂σ(pξ)ϕ̂γ(pξ)χs(ξ)dξ

=

∫
D

∑
k∈N0

r∑
σ=1

r∑
γ=1

h`µσ
(
p
(
ξ + u(k)

))
hmνγ

(
p
(
ξ + u(k)

))
×ϕ̂σ

(
p
(
ξ + u(k)

))
ϕ̂γ
(
p
(
ξ + u(k)

))
χs
(
ξ + u(k)

)
dξ

=

∫
D

q−1∑
t=1

r∑
σ=1

r∑
γ=1

h`µσ
(
p
(
ξ + u(t)

))
hmνγ

(
p
(
ξ + u(t)

))
×
∑
k∈N0

ϕ̂σ
(
p
(
ξ + u(k)

)
+ u(t)

)
ϕ̂γ
(
p
(
ξ + u(k)

)
+ u(t)

)
χs(ξ)dξ

=

∫
D

q−1∑
t=1

r∑
σ=1

r∑
γ=1

h`µσ
(
p
(
ξ + u(t)

))
hmνγ

(
p
(
ξ + u(t)

))
δσ,γχs(ξ)dξ

=

∫
D

q−1∑
t=1

r∑
σ=1

h`µσ
(
p
(
ξ + u(t)

))
hmνσ

(
p
(
ξ + u(t)

))
χs(ξ)dξ

Since the system {χs(ξ); ξ ∈ K} is an orthonormal system and h`µσ and hmνσ are

integral periodic functions in L2(D), we have〈
ψ`µ, ψ

m
ν

(
x− u(s)

)〉
= δ`,mδµ,νδ0,s. (3.17)

From equation (3.17), we can say that the system{
ψ`ν
(
x− u(k)

)
; ν = 1, . . . , r, 0 ≤ ` ≤ q − 1, k ∈ N0

}
will be an orthonormal system if and only if

q−1∑
t=1

H`

(
ξ + pu(t)

)
Hm

(
ξ + pu(t)

)
= δ`,mIr, 0 ≤ `,m ≤ q − 1,

where Ir is an identity matrix of order r. This completes the proof. �

Theorem 3.5. Under that assumptions of Theorem 3.4, if the system defined by
(3.16) is orthonormal, then it will form an orthonormal basis of V .

Proof. Suppose that the system (3.16) is orthonormal. Let ψ ∈ V . Then there exists
a sequence {aνs : 1 ≤ ν ≤ r, s ∈ N0} ∈ l2(N0) such that

ψ(x) = q1/2
r∑

µ=1

∑
s∈N0

aµsϕµ
(
px+ u(s)

)
.
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Assume that for all ν, `, k, ψ ⊥ ψ`ν
(
x − u(k)

)
. We claim that ψ = 0. For 0 ≤ ` ≤

q − 1, 1 ≤ ν ≤ r and k ∈ N0, we have

0 =
〈
ψ`ν
(
x− u(k)

)
, ψ
〉

=

〈
ψ`ν
(
x− u(k)

)
, q1/2

r∑
µ=1

∑
s∈N0

aµsϕµ
(
px+ u(s)

)〉

=

〈(
ψ`ν
(
x− u(k)

))∧
,

(
q1/2

r∑
µ=1

∑
s∈N0

aµsϕµ
(
px+ u(s)

))∧〉

=
1

q

∫
K

ψ̂`ν(ξ)χk(ξ)

r∑
µ=1

∑
s∈N0

aµs χs(pξ) ϕ̂µ(pξ)dξ

=
1

q

∫
K

r∑
σ=1

h`νσ(pξ)ϕ̂σ(pξ)χk(ξ)

r∑
µ=1

∑
s∈N0

aµs χs(pξ) ϕ̂µ(pξ)dξ

=
1

q

∫
K

r∑
σ=1

h`νσ(ξ)ϕ̂σ(ξ)

r∑
µ=1

∑
s∈N0

aµs χk(p−1ξ)χs(ξ) ϕ̂µ(ξ)dξ

=
1

q

∫
p(D+u(k))

∑
t∈N0

r∑
σ=1

h`νσ
(
ξ + u(t)

)
ϕ̂σ
(
ξ + u(t)

)
×

r∑
µ=1

∑
s∈N0

aµs χk
(
p−1
(
ξ + u(t)

))
χs
(
ξ + u(t)

)
ϕ̂µ
(
ξ + u(t)

)
dξ

=
1

q

∫
p(D+u(k))

∑
s∈N0

r∑
σ=1

r∑
µ=1

h`νσ(ξ)aµs

(∑
t∈N0

ϕ̂σ
(
ξ + u(t)

)
ϕ̂µ
(
ξ + u(t)

))
×χk(p−1ξ)χs(ξ)dξ

=
1

q

∫
p(D+u(k))

∑
s∈N0

r∑
σ=1

h`νσ(ξ)aσsχk(p−1ξ)χs(ξ)dξ

=
1

q

∑
t′∈N0

∫
pD

∑
s∈N0

r∑
σ=1

h`νσ
(
ξ + pu(t′)

)
aσsχk

(
p−1
(
ξ + pu(t′)

))
χs
(
ξ + pu(t′)

)
dξ

=
1

q

∫
pD

(∑
t′∈N0

∑
s∈N0

r∑
σ=1

h`νσ
(
ξ + pu(t′)

)
aσsχs

(
ξ + pu(t′)

))
χk(p−1ξ)dξ.

Since {q1/2χk(p−1ξ) : k ∈ N0} is an orthonormal basis of L2(pD), the above system
reduces to∑

t′∈N0

∑
s∈N0

r∑
σ=1

h`νσ
(
ξ + pu(t′)

)
aσsχs

(
ξ + pu(t′)

)
= 0 a.e. ∀ ν, ` (3.18)

For σ = 1, . . . , r, let

Aσ(ξ) =
∑
s∈N0

aσsχs(ξ) (3.19)

Using equation (3.19) in (3.18), we have∑
t′∈N0

∑
s∈N0

h`νσ
(
ξ + pu(t′)

)
Aσ
(
ξ + pu(t′)

)
= 0 a.e. ∀ ν, ` (3.20)
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From equation (3.15), it is evident that for 1 ≤ ν ≤ r, 0 ≤ ` ≤ q − 1 and for a.e
ξ ∈ K, the vectors (

h`νσ
(
ξ + pu(t′)

)
: 1 ≤ σ ≤ r, t′ ∈ N0

)
(3.21)

considered in the qr-dimensional space Cqr, are mutually orthogonal with unit norm.
Thus, these vectors form an orthonormal basis of Cqr. One can easily see from the
equation (3.18), that the vector(

Aσ
(
ξ + pu(t′)

)
: 1 ≤ σ ≤ r, t′ ∈ N0

)
(3.22)

is orthogonal to each element of the orthonormal basis defined by (3.21) of the qr-
dimensional space Cqr. Thus Aσ(ξ) = 0 ∀ 1 ≤ σ ≤ r. From this, we deduce that
ψ = 0. Hence, our claim is true. This completes the proof. �
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