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A,— Statistical convergence of order a on time scales

BUSRA NUR ER AND YAVUZ ALTIN

ABSTRACT. In this study, we introduce the notions A ) —statistical convergence of order o
(for a € (0,1]) and Ap— summability of order « (for o € (0,1]) on an arbitrary time scale.
Moreover, some relations about these notions are obtained. We define A, —statistical bound-
edness of order « (for o € (0,1]) on a time scale. Furthermore, we give connections between
S.E.X’D‘)(b) , Sﬁ.ﬁ’e)(b) and St (b) for various sequences Bay gyand pag ,, which are determined
in class A.
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1. Introduction

Zygmund [35] introduced the idea of statistical convergence in the first edition of his
monograph published in Warsaw in 1935. Steinhaus [30] and Fast [13] and later
Schoenberg [27] introduced the concept of statistical convergence, independently.
Later this concept has been generalized in many directions. Fridy [14], Connor [3],
Colak [10], Maddox [20], Nuray [25], Rath and Tripathy [26], Salat [31], Moricz [22],
Miller [21] and others have studied different properties of space of statistically con-
vergent sequences. Recently, the concept of statistical convergence has been applied
to many fields of mathematics and statistics.

The statistical convergence depends on density of subsets of N. The natural density
of K C N is defined by

1
5(K):nli_>ngcg|{k§n:k€[(}|,

where [{k < n: k € K}| denotes the number of elements of K not exceeding n Niven
and Zuckerman [24]. Any finite subset of N have zero natural density and § (K¢) =
1-6(K).

We give some properties related to the concept of natural density as follows:

H0< KM <1 500<(K)<1.

1) If K is the set of all non- square positive integers, i.e

K ={2,3,5,6,7,8,10,11,12,13,14,15,17,18, ...} ,

then K (n) = M,@ =1- L{f” Obviously, 0 (K) = 1. This shows that

0 (K) =1 does notnimply that K contains all natural numbers.
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A sequence x = (x) of complex numbers is said to be statistically convergent to
some number ¢ if, for every positive number ¢, 6 ({k € N: |z — ¢| > £}) has natural
density zero. The number ¢ is called the statistical limit of (x) and written as
S —limzy, = ¢, Fridy [14]. We denote the space of all statistically convergent
sequences by S.

Fridy and Orhan [15] introduced the idea of statistically bounded as follows:

A sequence x = (x) of complex numbers is said to be statistically bounded if there
exists some M > 0 such that

|k € N : |ag] > M[) =0

We denote the linear space of all statistically bounded sequences by S (b).

Gadjiev and Orhan [16], took the initiative to introduce the order of statistical
convergence and after Colak [9] continued this work and termed statistical convergence
of order o (for 0 < a <1).

Leindler [19] defined the generalized de la Vallée-Poussin mean as follows:
1
tn (x) = o™ Z T,
kely,

where A = (\,,) is a non-decreasing sequence of positive numbers such that A, <
A+ 1, M =1, N\, > 00asn —ooand I, = [n— A, + 1,n]. Throughout this study
A denotes the set of all such sequences. © = (z) is said to be (V, \) —summable to a
number £ if ¢, () — £ as n — oo. (V, ) —summability reduces to (C, 1) summability
when A, = n (see Leindler [19]). Later, the notions of A—density and A—statistical
convergence were introduced by Mursaleen [23] as follows: Let K C N, A—density of
K is defined by

1
HW(H)=lim —[{n—-A\,+1<k<n:keK}.
n—o00 A\,

dx (K) reduces to the natural density ¢ (K) in case of A\, = n for all n € N (see
Mursaleen [23]). A sequence (x) is said to be A—statistically convergent to a number
¢ if

) 1
nh_}rr;())\—n Hkel,:|zy—¥¢ >e}|=0,

for each € > 0 where I, = [n — A\, + 1,n] (see Mursaleen [23]). Later, generalizing the
concept of A—statistical convergence, Colak and Bektag [11] introduced the concept of
A—statistical convergence of order . Bhardwaj and Gupta [41] continued these works
and defined statistically bounded of order a and A— statistically bounded of order «
(for0<a<1).

First we will give some information about the time scale.

Time scale calculus was introduced by Hilger in his doctoral dissertion in 1988 (see
Hilger [18]). However, similar ideas have been used before and go back at least to the
introduction of Riemann-Stieltijes integral which unifies sums and integrals. It gives
an efficient tool to unify continuous and discrete problems in one theory. During the
years many studies appeared in the time scales theory and its applications. One can
see basic calculus of time scales in monographs of Bohner and Peterson [5]. For a
time scale T, forward jump operator o : T — T is defined by

o(t) =inf{s € T:s > t}.
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And, the forward stepsize function p : T — [0, 00) is defined by u(t) = o(t) —t, where
inf¢o = supT and ¢ is empty set. Let A denotes the family of all left closed and
right open intervals of T of the form [a, b)r. Measure theory on time scales was first
constructed by Guseinov [17]. Then further studies were made by Cabada-Vivero [0].
Let m : A — [0,00) be a set function on A such that

m ([a,b)T) = b — a.

Then, it is known that m is a countably additive measure on A. Now, the Caratheodory
extension of the set function m associated with family A is said to be the Lebesque
A—measure on T and is denoted by pua. In this case, it is known that If a €
T— {max T}, then the single point set {a} is A—measurable and pa(a) = o(a) — a.
If a,b € T and a < b, then ua ((a,b)r) = b — o(a). If a,b € T—{maxT}, a < b;
ua ((a,blt) = o(b) — o(a) and pa ([a,b])r) = o(b) — a (see Deniz [12]).

Let T be a time scale such that T C [0, co) and there exits a subset {t : ko € N} C T
with 0 =ty < t1 < tg... and limg_, o tx = 0.

In the paper by Batit [3], the following space of continuous functions are defined:

(oo (T) = {f/f T o Rysup |/ (1)) < oo},
teT
¢(T) = {f/f:T =R, Jim f(t) < oo},

co(T) = {s/f: T =R, lim f(t)=0}.

Now we will give some information about the application of time scale to sta-

tistical convergence. Seyyidoglu and Tan [28] gave some new notations such as
A—convergence, A—Cauchy by using A—density and investigate their relations. Later,
Turan and Duman [32] continued to work on this subject. Turan and Duman [33]

applied the time scales to the concept of lacunary statistical convergence. Moreover,
Cichon and Yantir [7] applied the time scales for some convergent sets.

First we will give an important definition for our study.

The notions of A—density and A—statistical convergence on time scales have been
introduced by Yilmaz et al. [34].

Now let 2 be a Ay— measurable subset of T and 0 < o < 1. Then, Q (¢, ) is
defined by

QN ={set—A+totl;:s€Q},

for t € T. In this case, (A, a)—density of 2 on T is denoted by 51({\’&) (©2) and defined

as follows:

50\,(1) (Q) — lim HAy (Q (ta )‘))
T t—o00 NJAC; ([t—)\t +t0,t]ﬂ-)7

(1.1)

provided that the above limit exists. If Ay =t and a = 1 in (1.1), we get classical
density of 2 on T which is denoted by ot (€2) and given as follows

o 12 00)
5T (Q) T oo HA ([tht]T)7

provided that the right side limit exists (see Seyyidoglu and Tan [28], Turan and
Duman [32]).
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2. Statistical Convergence

In this section, we introduce the notions A, —statistical convergence of order « (for « € (0, 1])
and Ap— summability of order a (for o € (0,1]) on an arbitrary time scale, using

A —statistical convergence (Yilmaz et al. [34] and Altin [2]) on the time scale. In
addition, some relations about these notions are obtained.

Definition 2.1. Let f: T — R be a Ay— measurable function and « € (0, 1] be any

real number. Then f is A\—statistically convergent of order o on T to a number £ if
L (€l At fhy 1 (s) — €] > <)
t—o0 pA, ([t = A +to, t]r)

=0, (2.1)

for each ¢ > 0. In this case, we write s()‘ ) _ lim (f(t)) = £. The set of all Ay—

statistically convergent of order « functions on T is denoted by s(A @), Similarly, by
setting Ay =t and a = 1 in (2.1), it turns to classical A— statlstlcal convergence on T
as

: >
i BA G E 0t f (9= 028)
t—o0 pia ([to, t)y)
provided that the above limit exists (see Seyyidoglu and Tan [28], Turan and Duman

[32]). The set of all A— statistically convergent functions on T is denoted by sg.

Proposition 2.1. If f,g: T — R with sq(r)"a) —tlim f{t) =141 and s% ) —tILm g(t) =
—00 0
Ly , Ax— measurable function and the following statements hold:
i) s = lim (f () +g(8) = 1+ o,
.. \,a) BERT _ \a) R _
i) sy tl;rrolO f(t) ={ and sy tliglo (cf () =cl (ceR).

Theorem 2.2. Let0 < a <1, st C sj(;"a) if

b, (= A+t tg)
lim inf
t—o0 pa ([to, tly)

>0 (2.2)

Proof. For given € > 0 we have

pa (s € fto,tlp | f(s) =4 >¢€) Dpa, (sE€t—Ae+to,tlp | f(s) =L >¢).

Therefore,
pa(s € fto,tlp: [f(s) =l >e) _ pay(sEft—X+to,tlp:[f(s) =l >¢)
pa (fto, tly) B pa ([to, tlr)
B, ([t = A +to, tlp) 1

T et Ay T A et T 2=

Hence by using (2.2) and taking the limit as ¢ — oo, we get f(s) — £(st) implies
Fs) =t (sgﬁm) . O

Definition 2.2. Let f: T — R be a Ay— measurable function, A € A, 0 < o < 1
and 0 < p < oo. We say that f is strongly Ap— Cesaro summable of order o on T if
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there exists some ¢ € R such that
li !
im
t=oo uX | ([t — A +to, tlp)

/ 1 (5) — £ As = 0.

[t=A¢+to,t]p

In this case we write [W, A, p,a]p—lim f(s) = ¢. The set of all strongly A\p—

summable functions of order o on T will be denoted by [W, A, oy .
Lemma 2.3. [See Yilmaz et al. [34]] Let f : T — R be a Ax— measurable function
and let
QN ={se[t—A+to,t]p:|f(s)—¢ >¢}
for e > 0. In this case, we have

pa @22 [ @ -tas<s [ 17e) A

Q(t,\) [t—At+to,t]p
Theorem 2.4. Let f : T — R be a Ayx— measurable function, A € A, £ € R, a € (0,1]

and 0 < p < oo. If f is strongly A\p— summable of order a to £, then sq(r’\ﬂ) —

Tim (£ () = ¢,
Proof. Let f is strongly Ap— summable of order « to ¢. For given € > 0, let Q (¢, \) =
{se[t—A+to,tlp:|f(s)—£ >e}. Then, it follows from Lemma 2.3 that
Tus, @) < [ IFe - s
[t—Xe+to,t)r

Dividing both sides of the last equality by uX, ([t — A¢ + o, t];) and taking limit as
t — 0o, we obtain that

KA (Q (tv )‘)) < i li 1

lim im / ) — 0P As =0,

t—o00 MZ,\ ([t — M +t07t]ﬂ‘) — P t—oo MZA ([t — M+ to’t}'ﬁ‘)[t A, t]f( ) ‘
—At+to,t]p

which yields that sq(r/\’a) — lim (f(t)) =¢. 0

t—o0

Theorem 2.5. Let pa,,, and pag,,, be two sequences in A such that pa,,, < pagq,
forallt e T and 0 < a <0 <1.

i) If
lim inf MZ* ([t =N + o, t]T)
t—o0 MQAB ([t — B+ to,t]T)

>0 (2.5)

then sj(rﬁ’o) C sq(r’\’o‘).
ii) If
% ([t = At +tos t t— N\ +to,t
lim MGA* ( t +to,thr) =1 and lim 'ueAﬂ ( « +to, )
t=o0 fip, ([t = B + to, t] ) b0 fn, ([t = Bt + to. t]p)

=1 (2.6)

then sq(r’\’a) - sgf’e).
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Proof. i) Suppose that HAsy < Hag, for all t € T and let (2.5) be satisfied. Then
I; C J; and so that for € > 0, we have

iy (5 € [t B+ toutly 1 () = 01 > €) > puay (5 € [t =X +to,lhp | (5) — > )
Therefore, we have

pag (s €[t —Jetto,tly: |f(s) =l =) _ pR, ([t =X +to, tly) 1
pi, ([t = Bt +to,tly) T s, ([t = Betto,tly) pR, ([E— Ao +to, )
X pa, (sE€t—M+to,t]p:|f(s)—¢ >¢).

for all t € T,where J; = [t — B¢ + to,t]. Hence by using (2.5) and taking the limit as
(8,0) (>\ a)

t — 0o, we get sy

ii) Let f be a AA— measurable function and , s%)"a) —lim f (s) = ¢ and (2.6) be
satisfied. Since I; C J; and all t € T, we can write

P, (S E€E[E—Be+totlp: |f(s) =l >¢e)  pa,t—Betto<s<t—A:[f(s)—{]>¢)

NGAﬁ ([t = Be + to, ty) MQAH ([t — B +to, t]p)
pay (s €t —A+to,tlp: |f(s) =L >¢)
NeAﬁ (It = B + to, tly)
_ pA, (s € [t = Be +to, tlp) — pi, (s € [t = A\ +to, t]p)
B i, ([t = Be +to, t]p)
(sl el it f()-020)
1, ([t = Be +to, t)p)

S 17#%)\ ([t*)\t+t0,
,U'AB ([t - ﬁt =+ tOv
+qu(s€[t—)\t+to7t] (s )—L] >¢)
NZA ([t = Ae + to, ]'Jl‘)

for all t € T. Since

L, (= At tl) i (= Foct o) _
im —; =1 and lim =
E=00 fIA ([t = Bt + to, tlr) t—o0 HA ([t = B + to, t]p)

by ii), the term in above inequality tends to 0 as ¢ — oo. Furthermore, since .s-(ﬂf\’a) —

lim f (s) = ¢, the second term of the right hand side of the above inequailty goes to 0
as t — oo.
pag (t—=PBe+to <s<t:|f(s)—L] >¢)
i, ([t = Be +to, t]p)

as t — oo. Therefore sq(r/\’a) C sq(rﬂ’g). O

From Theorem 2.5, we have the following result.

Corollary 2.6. Let jia,,, and pip,,, be two sequences in A such that pa,, < pia,g,,
forallt e T and 0 < a <6 < 1. If (2.6) holds, then sq(r)"a) = sj(r’B’e),
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Theorem 2.7. Let pa,,, and pa,,, be two sequences in A such that pa, ., < pag,,
forallteT and 0 < a <0 < 1. Then we get:

i) If (2.5) holds then [W, 5, alp C [W, A, 0] ;.

4) If (2.6) holds then ls (T) N [W, A, ol C [W, 3,6]r.

Proof. i) Suppose that Base < BAge forallt € T. Then I; C J; for allt € T so

that we may write

1
g (6 — Be + to, 1)

[ e -aas

[t—Be+to,t]p

1
> s) — | As
> i ] e
[tf)\rl»to,t]T
for all ¢t € T. This gives that
: [ 1o -aas
pa, ([t = B + to, t]y)
[t—Bi+to,tly
X ([t = A +to,t 1
> IU/A,\ ([ t 0 ]T) / |f(8) _£| As.

~ pa, ([t = B+ to,tly) pR, ([E = M + o, t]y)
[t—As+to,t]s
Then taking limit ¢ — oo in the last inequality and using (2.5) we obtain [W, 8, o, C
[W )‘? Q]T '
ii) Let f € £oo (T) N [W, A, @]y and suppose that (2.6) holds. Since f € £ (T) then
there exits some a positive number M such that |f (s)] < M for all s € T and also

now, since pa,,, < Hag,, and so that 2(” < #Aim and I; C J; for all t € T, we
may write
1
i, ([t = Bi + to, tly) / [f (s) = €] As
[t—Bi+to,tlr
1 1
=, [ +t0,t]T>JL ) = A = Bt tortly) / 7()— As

((1a, (1= Betto.t]) — R, ([t =N+ to, 1)
B N ([t = Bs + to, t]y)

. [176)-a1as

+
pRx, ([t =M +to,tlp) ;

t

. . nR, (= Aetto,t])
for all t € T. Since tlg(r)lo —uiﬂ([tfﬂﬂrto,t]?)

[W, A, o] the second term of right hand side of above inequality tend to 0 as t — occ.
This implies that o (T) N [W, A, o] € [W, 8,6]; and so that £o (T) N [W, A, el C
loo (T) NV [W, B,0]7 . O

= 1 by (2.6) the first term and since f €

From Theorem 2.7 we have the following result.
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Corollary 2.8. Let ua,,, and pa,,, be two sequences in A such that pa, . < fayg,
forallt € T and 0 < o < 0 < 1. If (2.6) holds then lo (T) N [W, X, 0y = Lo (T) N
[W Bae}']l‘ .

3. Statistical boundedness

In this section, we use the concepts of statistical boundedness on time scales defined
by Seyyidoglu and Tan [29] and A)—statistical boundedness defined by Altin et al.
[1], we define A)—statistical boundedness of order « (for 0 < o < 1) on time scale.
Furthermore, the connections between Sq(r’\’a)(b) , Sj(rﬁ ’9)(b) and St (b) for various
sequences are determined class A, according to in pa, wand f1a,,, -

Definition 3.1. Let f : T — R be a Ay—measurable function and « € (0,1]. f is
A —statistically bounded of order a on T if there exists some M > 0 such that
pay (s €[t — N +to, tlp 2 |f ()| = M)

lim =0, 3.1
t—o0 IU,Z/\ ([t - )\t + to, t]T) ( )

for t € T. The set of all Ay—statistically bounded functions of order o on T is

denoted by Sj(l.’\’a)(b). If « =1 and A\ = t, then we obtain St (b) which is the set of
all A—statistically bounded functions [29].

Theorem 3.1. Let pun,, , pagy,, € A such that Ay < Hage for allt € T and
0<a<6<l1.

i) If

then 8L (b) ¢ 8O (1) .
i) If
12, (1= Ae + o, tly)

lim oA —1, (3.3)
t=o0 pi o ([t = Be + to, t]p)

then SO (b) € S (1)

iit) If
lim F2sw ([t = B + to, t]p) _1
t=o0 py o ([t = Be + to, )

)

then S (b) = 8P (1) .

Proof. i) Suppose that ua,, < pa,,, for all ¢ € T and (3.3) is satisfied. Then,
I, C J; and so for € > 0, we have

tage ({s €[t =B +to,tlyp | f (s)] = M)
> pay, ({s € [t = A +to,tlp o [f (s)] = M}).
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Therefore,
tagq ({s €[t —ji+to,tly o |f(s)| = M})
,UHAW) ([t = B¢ + Lo, t] )
S HA, ., ([E = A+ o, t]7)
=i, (E =B+ to,tp) pX, ) (It = Ac +to, )
X payy ({8 €[t =M +to,tlp o [f (s)] = M}),

for Vt € T where J; = [t — 5t + to,t]. Hence by using (3.3) and taking the limit as
t — 00, we get S%ﬁ’e) (b) C Sq(r)"a) 0).

ii) Let f be a Ay— measurable and sq(r’\’a) —lim f (s) = ¢£. Since I; C Ji, we can
write
fase ({s €t =B +totlp : [f ()| = M})  pay, {t—=Be+to<s<t—M\:|f(s)| = M})

Ay ([t = Be +to, ty) - Ay ([t = B +to, ty)
L Hase ({selt—A+totlp: [f(s)| = M})
A, (It = B +to, tlr)
/iAﬂ(t) (s €[t = Be +to, tly) — A, ,, (s € [t = A + to, t]p)
A ([t = B +to, t]p)
L P ({s €[t = A + o, tly : |f (s)| > M})
A ([t = Be + to, t]y)
(it et
HA b, ([E—= B+ to, tlp)
o (5 € 1At ot 17 6) = MY
W&, (= o+t )

I [t=X¢+to,
for all t € T. Since lim 3y (It

o
t—00 My, ([t Bi+to,t

j ; = 1 by ii), the term in above inequality

tends to 0 as t — oo. Furthermore, since 31(r ) _im f (s) = ¢, the second term of the

right hand side of the above inequality goes to 0 as t — oco. Therefore ng"a) (b) C

0
S¢7 (v).

iii) The proof is clear. O
Theorem 3.2. Let JONVRS AforallteT and < a<l1.
1) If

p ([t — A+ to, t
lim inf 2r0) ( 10, ) > 0,
t—o0 pa ([to, tly)
then St (b) € S (b).
ii) If
lim MZA(t) ([t - A+ tOvt]’]I‘) —1

’

n—o0 pia ([to, tly)
then Sq(r)"a) (b) C St (b) and hence Sq(r)"a) (b) =St (b).
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Proof. The proof is obvious. O
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