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New classification technique using neural networks and
genetic algorithms
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ABSTRACT. Classification is a data mining technique used to predict group membership for
data instances, and its one of the most active research and application areas of neural networks.
There are several classification techniques that can be used for classification purpose. In this
paper, we develop a new classification technique using neural networks and genetic algorithms.
A comparison with the classical backpropagation algorithm is also given. Furthermore, various
numerical experiments are presented to confirm the accuracy and efficiency of our proposed
technique.
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1. Introduction

Classification is one of the most frequently encountered decision making tasks of
human activity. A classification problem occurs when an object needs to be assigned
into a predefined group or class based on a number of observed attributes related
to that object. Many problems in business, science, industry, and medicine can be
treated as classification problems. Examples include bankruptcy prediction, credit
scoring, medical diagnosis, quality control, handwritten character recognition, and
speech recognition.

Since the classes are determined before applying the real data, this method is
known as a supervised learning algorithm. The majority of practical machine learning
uses supervised learning. In supervised learning external knowledge or information is
provided, here each example is a pair consisting of an input object and a desired output
value. A supervised algorithm analyses the training data and produces an inferred
function which can be used for mapping other examples, the data (observations,
measurements, etc.) are labeled with pre-defined classes. Like human learning from
past experiences, a computer does not have experiences. A computer system learns
from data, which represent some past experiences of an application domain. Our
focus is to learn a target function that can be used to predict the values of a discrete
class attribute, e.g., approve or not-approved, and high-risk or low risk.

So, the supervised learning process in two steps:

e Learning (training): learn a model using the training data.

e Testing: test the model using unseen test data to access the model accuracy.
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The unsupervised learning unlike the supervised learning, entirely without reference
to external information. It can be achieved through clustering. A way of grouping
together data samples that is similar in some way according to some criteria we
just pick out. So, it’s a method of data exploration, a way of looking for patterns
or structure in the data that are of interest. It involves the use of descriptors and
descriptors extraction, descriptors are set of words that describe the contents within
the cluster. It is considered to be a centralized process. It requires no predefined
classes or category.

Traditional statistical classification procedures such as discriminant analysis are
built on the Bayesian decision theory. In these procedures, an underlying probability
model must be assumed in order to calculate the posterior probability upon which the
classification decision is made. One major limitation of the statistical models is that
they work well only when the underlying assumptions are satisfied. The effectiveness
of these methods depends to a large extentonthe various assumptions or conditions
under which the models are developed. Users must have a good knowledge of both
data properties and model capabilities before the models can be successfully applied.

Neural networks have emerged as an important tool for classification. The recent
vast research activities in neural classification have established that neural networks
are a promising alternative to various conventional classification methods. The ad-
vantage of neural networks lies in the following theoretical aspects. First, neural
networks are data driven self-adaptive methods in that they can adjust themselves
to the data without any explicit specification of functional or distributional form for
the underlying model. Second, they are universal functional approximators in that
neural networks can approximate any function with arbitrary accuracy. Since any
classification procedure seeks a functional relationship between the group member-
ship and the attributes of the object, accurate identification of this underlying func-
tion is doubtlessly important. Third, neural networks are nonlinear models, which
makes them flexible in modeling real world complex relationships. Finally, neural
networks are able to estimate the posterior probabilities, which provides the basis for
establishing classification rule and performing statistical analysis.

On the other hand, the effectiveness of neural network classification has been tested
empirically. Neural networks have been successfully applied to a variety of real world
classification tasks in industry, business and science. A number of performance com-
parisons between neural and conventional classifiers have been made by many studies.
In addition, several computer experimental evaluations of neural networks for classi-
fication problems have been conducted under a variety of conditions.

The original idea of this paper is to minimize the error function of the neural net-
work using the genetic algorithms instead of the classical backpropagation algorithm.
The overall organization of the paper is as follows. After the introduction, we define
neural networks and we present the classical backpropagation algorithm in the second
section. In the third section, we present the principle of genetic algorithm and also
the algorithm of our new technique. Finally, section four is dedicated to the analysis
of our new algorithm. In fact, numerical experiments are carried out to demonstrate
the accuracy and efficiency of the proposed algorithm, in comparing with the classical
backpropagation algorithm.
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2. Neural networks

Artificial neural networks is that technology which initially grew from the full
understanding of some ideas and aspects about how biological systems work, especially
the human brain. A multi-layered network consists of numerous neurons, which are
arranged into levels. Each level is interconnected with the one above and below it.
The first layer receives external inputs and is aptly named the input layer. The last
layer provides the classification solution, and is called the output layer. Sandwiched
between the input and output layers are any number of hidden layers. It is believed
that a three-layered network can accurately classify any non-linear function.

The beginning of Neurocomputing is often taken to be the research article of Mc-
Culloch and Pitts [22], which showed that even simple types of neural networks could,
in principle, compute any arithmetic or logical function, was widely read and had great
influence. Hebb wrote a book entitled The Organization of Behaviour [2], which pur-
sued the idea that classical psychological conditioning is ubiquitous in animals be-
cause it is a property of individual neurons. And the first successful neuro-computer
(the Mark I perceptron) was developed during 1957 and 1958 by Frank Rosenblatt,
Charles Wightman, and others [17]. As we know it today, Rosenblatt as the founder
of Neurocomputing. His primary interest was pattern recognition.

In the years 1983 — 1986 John Hopfield, an established physicist of worldwide
reputation, had become interested in neural networks a few years earlier. Hopfield
wrote two highly readable papers [11], [12] on neural networks and these, together with
his many lectures all over the world, persuaded hundreds of highly qualified scientists,
mathematicians, and technologists to join the emerging field of neural networks.

Neural networks found their usage in many areas such as: Character recognition;
Image compression; Stock market prediction; Medicine, electronic nose and security;
Traveling saleman’s problem and miscellaneous applications. We will see one of these
applications in our numerical simulations, this part will be presented in section 5.

2.1. How neural networks operates: Neural systems are typically organized in
layers. Layers are made up of a number of artificial neurons, which contain an ac-
tivation function. Patterns are presented to the network via the input layer, which
communicates to one, or more hidden layers where the actual processing is done
through a system of fully or partially weighted connections. The hidden layers are
then linked to an output layer where the answer is output. Standard neural networks
contain learning rules that modify the weights of the connections according to the
input patterns. Generally, the standard neural networks have the capacity to learn,
memorize and create relationships amongst data.

The neurons process the input data in two ways: first by forming linear combi-
nations of the input data, then by squashing these linear combinations through the
activation function (logsigmoid function).

The logsigmoid function is defined by the following formula:

1
S = 1)
An alternative activation function for the neurons in a neural network is the hyperbolic
tangent function. It squashes the linear combinations of the inputs within the interval
[—1, 1], rather than [0, 1] in the logsigmoid function.
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Most artificial neural networks contain some form of learning rule which modifies
the weights of the connections according to the input patterns that it is presented
with. In a sense, artificial neural networks learn by example as do their biological
counterparts; A child learns to recognize dogs from examples of dogs. Although there
are many different kinds of learning rules used by neural networks. The delta rule is
often utilized by the most common class of artificial neural networks called backprop-
agational neural networks. Backpropagation is an abbreviation for the backwards
propagation of error. Multilayer perceptron (MLP) is the most widely used neural
network with the backpropagation algorithm networks. This type of neural networks
is excellent at both prediction and classification. Using this neural network algorithm,
both input and corresponding desired output data are given to the calibrating phase.
As the network starts training, the input layer receives the input signals, and then
it processes the data through the hidden layers until the output layer yielding the
resulted outputs. These outputs are then compared with the desired outputs com-
puting the error, which is backpropagated through the system causing it to adjust
the weights, which control the network.

Once a neural network is trained to a satisfactory level, it may then be used as an
analytical tool on other data. To do this, the user no longer specifies any training runs
and instead allows the network to work in forward propagation mode only. Inputs
are presented to the network through input layer and processed by the middle layers
as the training was done. The resulting output is retained and no backpropagation
occurs.

The error function is given bye the following formula:

0 = argmén(\ll(ﬂ)). (2)

Where:

W(Q) = 3, (v — )™

0= {wz(?} is the set of weights in a network.

y is the actual observed output.

7y is the output predicted by the network.

T is the number of observations of the output vector y.

2.2. Classical backpropagation algorithm: Backpropagation is an algorithm for
supervised learning of artificial neural networks using gradient descent which adjusts
the weights to move down the steepest slope of the error surface. Finding the local
minimum is not guaranteed since the error surface can include many local minima in
which the algorithm can become stuck.

Backpropagation was invented in the 1970s as a general optimization method for
performing automatic differentiation of complex nested functions. However, it wasn’t
until 1986, with the publishing of a paper by Rumelhart and al. [3], that the impor-
tance of the algorithm was appreciated by the machine learning community at large.
Backpropagation was one of the first methods able to demonstrate that artificial neu-
ral networks could learn good internal representations, i.e. their hidden layers learned
nontrivial features.

The objective of training is to find the set of weights between the neurons that
determine the global minimum of error function. Here we discuss when to stop train-
ing a neural network and the selection of learning rate and corresponding momentum
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values. There are two schools of thoughts regarding the number of iteration for train-
ing before stopping. The first school of thought emphasized that the researcher can
only stop training when there is no improvement in the error function based on the
reasonable number of randomly selected starting weights. The point at which the
network error does not improve is called point of convergence. The objective of con-
vergence training is to attain a global minimum. This school of thought emphasized
the need/danger of not getting trapped in a local minimum. The other school of
thought advocates a series of train-test interruptions; here the training is stopped
after a pre-determined number of iterations and the network ability to generalize on
the testing set. Generalization refers to the idea that a model based on sample of the
data is suitable for forecasting the entire population. It is the aim of the study to
use the first school of thought as pre-determined the number of iteration ahead may
lead to the bias of either over fitting or under fitting, instead the network is allowed
to determine the number of iteration that give optimal result.
The learning algorithm that controls backpropagation follows a number of steps:
e Initialization: initialize connection weights and neurons to small random values.
e Data introduction: introduce the continuous data set of inputs and actual out-
puts to the backpropagation network.
e Calculations of outputs: calculate the outputs, and adjust the connection weights
several times applying the current network error.
e Adjustments: adjust the activation thresholds and weights of the neurons in the
hidden layers according to Delta rule.
e Repeat steps (2) to (4) until desired network accuracy (error) is reached.
Delta rule recursive algorithm re-adjusts connection weights starting at the output
nodes and working back to the first hidden layer. Connection weights are adjusted
by:
Wi j(t+1) =W, ;(t) + adjz,. (3)
Where:
Wi j: the weight from hidden node ¢ or from an input to node j at time ¢.
x;: either the output of node ¢ or an input.
«: the learning rate, the positive constant that measures the speed of the convergence
of the weight vector.
d;: an error term for j (k goes over all nodes in the layers before node j):

(dj —y;)y;(1 —y;) if j is an output node,
0; = (3° 0k Wik)x;(1 — x;) if j is a hidden node. (4)
k

Where:
d;: the desired output of node j.
y;: the actual output of the node j.

3. Genetic algorithm

Genetic Algorithm (GA) is a searching technique in computer science and artificial
intelligence to find the optimal solution for the searching issues. GA is one of the
Evolutionary Algorithms which is inspired by science of biology such as inheritance,
mutation, sudden selection, natural selection and composition. It is briefly stated that
GA is a programming technique which uses genetic evolution as a model of problem
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solving. Most of the time, when the term of struggle for survival is used, its negative
value comes to our mind. However, to rest assured, you can think that strongest
was not always the winner. Despite their massive size and power, dinosaurs have
ceded the survival game and having generation during a quite natural process, while
much weaker creatures have continued their lives. It seems that the nature chooses
the bests not only based on the size. In fact, it is more correct to say the nature
chooses the fittest not the best. In the law of natural selection, having descendant is
limited to some population’s species which have the best features. Those who do not
possess these characteristics will gradually disappear over time. For example, suppose
a certain kind of people which are much more intelligent than the rest of the colony.
In normal conditions, these people will improve more and have a relatively higher
welfare. This welfare will lead to longer life and better reproduction. If intelligence
is inheritable, the number of intelligent offspring will be more in the next generation
of that community. If this trend continues, you will see that our sample population
becomes smarter over the generations. In this way, a natural simple mechanism has
managed to remove low-intelligent people of community. In addition, the average
intelligence of community is constantly increasing.

Thus, we can see that the nature is able to improve each generation in terms
of different features, using a simple mechanism; gradual elimination of undesirable
species and reproduction of optimal species. The solutions are typically represented
as binary 0 and 1, but there are other ways to display it. Evolution is started from
a random set of entities and repeated in subsequent generations. In each generation,
the fittest is selected not the best. One solution to this problem is shown by a list
of parameters called chromosome or genome. Generally, chromosomes are displayed
as a simple string of data. Other types of data structures can be used. At first,
several features are produced randomly to create the first generation. During each
generation, each feature is evaluated and the fitness value is calculated by fitness
function. Typically the genetic algorithms have a number of possible connections
which is between 0.6 and 1. It indicates the possibility of children creation. Organisms
are combined together with this possibility. Two chromosomes connection creates the
child which is added to the next generation. These are done until the appropriate
candidates for response in the generation are emerged. The next step is to change
the new children. Genetic algorithms have a fixed and small transition probability
which is about 0.2 or less. Based on this possibility, child chromosomes are randomly
changed or mutated.

The next step is to create a second generation of community. It is conducted
by genetic operators (Chromosomes connected to each other and changed) based on
the selection processes and production of selected features. For each individual, a
pair of parents is selected. The selections are in such a way that the best elements
are selected so that the weakest elements have the chance to be selected to prevent
achieving the local response. This process creates a new generation of chromosomes
which is different from previous generation. The whole process is repeated for the
next generation. Pairs are selected for combination. The third generation population
comes to existence and so on. This process is repeated until we reach the last stage.

Terminating conditions of genetic algorithms include:

e To reach a fixed number of generations.

e Allocated funds to be finished (computation time / money).
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One person (the produced child) to be found who meet minimum (lowest) criteria.
To reach the highest degree of children process and not to yield better results.
Manual inspection.

High combinations.

GA were first proposed by Holland [10] as a means to find good solutions to prob-
lems that were otherwise computationally intractable. And we can apply the genetic
algorithm to solve a variety of optimization problems that are not well suited for
standard optimization algorithms, including problems in which the objective function
is discontinuous, nondifferentiable, stochastic, or highly nonlinear.

Artificial neural networks consider classification as one of the most dynamic re-

search and application areas. The neural network was trained by backpropagation
algorithm, but in this paper we will use a new technique using genetic algorithms
in order to avoid the calculation of the derivative of the squared error function with
respect to the weights of the network.

4. Proposed algorithm

Our proposed algorithm is the following:

Initialization: create an initial population. This population is usually randomly
generated and can be any desired size, from only a few individuals to thousands.
If the population is too small, the genetic algorithm is likely to converge to the
local optimal solution, not to converge to the optimal solution. The main reason
is that population size is too small, will lead to a decrease in the diversity of the
population, leading to meaningful searches and the most advantage is lost. On
the contrary, if the size of the population is set too large, the calculation needed
in each iteration process will become very large, result in the slow, which will
affect the practical application value of the algorithm.

FEach member of the population is then evaluated and we calculate a fitness
for that individual. The fitness value is calculated by how well it fits with our
desired requirements. The fitness function is used to evaluate the pros and cons
of chromosomes in the population, the fitness function and all selection, crossover
operation in genetic algorithms have a close relationship and driving force of the
GA process. GA carries on the comparison to the fitness of each chromosome in
the population, and to determine selection probability based on the ranking, so
the fitness function must be positive.

Selection:

In a population, chromosome according to certain choice probability directly into
the next iteration populations. The fitness value of the chromosome is the higher;
the probability of being selected is greater. Poor fitness value of chromosome
might not have the opportunity to be selected.

Here, we want to be constantly improving our populations overall fitness. Se-
lection helps us to do this by discarding the bad designs and only keeping the
best individuals in the population. There are a few different selection methods
but the basic idea is the same, make it more likely that fitter individuals will be
selected for our next generation.
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The principle we have used is to associate to each individual pop(i)(1 < i < N)
a probability of reproduction proportional to his fitness:

f(pop(i))
sum/(f(pop(i)))”

To each individual pop(i) we assign a segment L(i) that has for size prb(i).
Therefor, individuals are identified by a particular segment of length prb(i).
Then, We draw out u uniformly in [0, 1], v = rand(1,1), and test if u belongs to
L(i), then, pop(i) is selected, otherwise pop(i) is eliminated.

We reproduce N times this draft, therefore, we determine N new elements thanks
to this draft.

Crossover:

Selecting operation does not produce new chromosomes, just selecting excellent
individuals from the parent generation chromosomes. In order to achieve opti-
mum operation, chromosomal crossover operation must be carried out, only in
this way can produce new excellent individual to implement genetic algorithm op-
timization process. Through the selection and crossover operator, GA can result
in higher average fitness of children group, which is in the optimal direction to
evolve. Crossover is the main means of genetic algorithm for optimizing search,
by crossover operation to produce the new individual, it greatly accelerate the
speed of the search in the process of group evolution.

Select a certain number of chromosomes from the population according to a cer-
tain probability, and random group. After the completion of the group, exchange
a certain genes of the chromosome from the selected location, the selected loca-
tion can be one also can be more than one. The probability called the crossover
probability, it gives the expected number of participating in the exchange of
chromosome.

During crossover we create new individuals by combining aspects of our selected
individuals. We can think of this as mimicking how sex works in nature. The
hope is that by combining certain traits from two or more individuals we will
create an even fitter offspring which will inherit the best traits from each of it’s
parents.

The crossover operator is applied to couples of parents P, and P, with a proba-
bility P. and generates couples of children C; and Cs by linear combination:

{ Cl(l) = aPl(z') + (1 — CL)PQ(Z) (6)
Ca(i) = (1 = a)P1(i) + aPa(i).

prb(i) = ()

Where a is a random weighting coefficient adapted to the domain of extension
of the genes.

In practice we fix a probability P.. We draw out a pair [Py, P2] and a random
probability u = rand(1,1). We test if u < P., then, we apply the crossover and
the new couple [C1, Cs] replaces the former one, otherwise, [Py, Py] remains in
the new population.

Mutation:

The mutation operation of genetic algorithm is replacing some genes in the chro-
mosome with the other allele of the gene to form a new individual. The important
role of the mutation operator is to ensure the diversity of population. And it can
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make the genetic algorithm find the optimal solution near the current solution.
An important parameter of mutation operation is the mutation probability.
Here, we need to add a little bit randomness into our new populations genetics,
otherwise every combination of solutions we can create would be in our initial
population.

The mutation operator is applied to other elements P with the probability P,
and generates mutated individuals P’. The mutation operator usually consists of
randomly drawing out a gene in the chromosome, to which is added a generally
Gaussian noise.

In practice we fix a probability P,, and a standard deviation o. We draw out an
individual P and a random probability u = rand(1,1). We test if u < P,,, then,
we apply the mutation and the new individual P’ replaces the former one.

P =P+ ou. (7)

The adaptation level of children (Ci,Cs) and mutated individuals P’ are then
evaluated before insertion into the new population.
e Different criteria for stopping the algorithm can be chosen:
— The number of generations.
— The algorithm can be stopped when the population does not evolve any-
more.

5. Application: crab gender classification

Here we attempt to build a classifier that can identify the sex of a crab from its
physical measurements. Six physical characteristics of a crab are considered:

e Species (we used two species, 0 and 1)

Frontallip
Rearwidth
Length
Width

e Depth.

The problem on hand is to identify the sex of a crab given the observed values for
each of these 6 physical characteristics.

Our data is organized into two matrices, the input matrix X of size (6,200) and
the target matrix T of size (2,200). Each column of the input matrix will have six
elements representing a crabs species, frontallip, rearwidth, length, width and depth.
Each corresponding column of the target matrix will have two elements. Female crabs
are represented with a one in the first element, male crabs with a one in the second
element. For example, the measures in Table 1 correspond to a female crab. And the
ones in Table 2 correspond to a male crab.

Species | Frontallip | Rearwidth | Length | Width | Depth
0 15.6 14 31.6 35.3 13.8

TABLE 1. Female crab.

In this section we numerically investigate the performance of the proposed al-
gorithm using genetic algorithms in comparison with the classical algorithm. The
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Species | Frontallip | Rearwidth | Length | Width | Depth
0 20.6 14.4 42.8 46.5 19.6

TABLE 2. Male crab.

Neural Network

Hidden 1 Hidden 2 Output

6 2
1z a8 2

FIGURE 1. Neural network architecture.

Confusion Matrix

Output Class

2
Target Class

FIGURE 2. The confusion matrix obtained using the Backpropaga-
tion algorithm.

architecture of our neural network is given in Figure 1: we used a network with two
hidden layers, the first one contains 12 neurons and the second one 8 neurons. The
probabilities P. and P,, are respectively P. = 0.7 and P,, = 0.05, the standard de-
viation is ¢ = 0.5. Using a number of generations equal to 20, the numerical results
obtained are given in Figure 2 and Figure 3. On the confusion matrix plot, the
rows correspond to the predicted class (Output Class) and the columns correspond
to the true class (Target Class). The diagonal cells correspond to observations that
are correctly classified. The off-diagonal cells correspond to incorrectly classified ob-
servations. Both the number of observations and the percentage of the total number
of observations are shown in each cell.

The column on the far right of the plot shows the percentages of all the examples
predicted to belong to each class that are correctly and incorrectly classified. These
metrics are often called the precision (or positive predictive value) and false discovery
rate, respectively. The row at the bottom of the plot shows the percentages of all the
examples belonging to each class that are correctly and incorrectly classified. And
these metrics are often called the recall (or true positive rate) and false negative rate,
respectively. The cell in the bottom right of the plot shows the overall accuracy.
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Confusion Matrix

Output Class

2
Target Class

F1GURE 3. The confusion matrix obtained using the proposed algorithm.

By applying the classical backpropagation algorithm to our data, we obtain the
confusion matrix presented in Figure 2. As we can see, 90% of the predictions are
correct and 10% are wrong.

And by applying our proposed algorithm, we obtain satisfactory results (Figure 3).
In this figure, the first two diagonal cells show the number and percentage of correct
classifications obtained by the trained network. For example, 96 crabs are correctly
classified as male, this corresponds to 48% of all the 200 crabs. Similarly, 92 crabs are
correctly classified as female and this corresponds to 46% of our data. 8 male crabs
are incorrectly classified as female and this corresponds to 4% of the data. Similarly,
4 female crabs are incorrectly classified as male and this corresponds to 2% of our
data.

Out of 104 male predictions, 92.3% are correct and 7.7% are wrong. Out of 96
female predictions, 95.8% are correct and 4.2% are wrong. Out of 100 male cases,
96% are correctly predicted as male and 4% are predicted as female. And out of 100
female cases, 92% are correctly classified as female and 8% are classified as male.

Overall, 94% of the predictions are correct and 6% are wrong. It is to note that
our new technique is more accurate and efficient in comparison with the classical
backpropagation.

6. Conclusion and perspective

In this paper, we are interested in the optimization of the error function. The
classical method and the most popular one used for the treatment of this type of
problems is the backpropagation using the gradient descent method. To avoid the
calculation of the derivative of the squared error function with respect to the weights
of the network, we have developed a new technique using genetic algorithms. The
simulation results are compared to those of the backpropagation algorithm, they
confirm the accuracy and efficiency of our proposed algorithm. In the near future
we will develop an algorithm to bring a satisfactory solution to different problems in
Finance, and we will try to deepen on the subject and especially on the use of deep
learning.
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