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MV -algebra of fractions relative to an A-closed system
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ABSTRACT. The aim of this paper is to introduce the notion of MV-algebra of fractions relative
to an A-closed system.
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1. Definitions and preliminaries

Definition 1.1. ([4], [5]) An MV -algebra is an algebra (A,+,*,0) of type (2,1,0)
satisfying the following equations:
(a1) o+ (y+2) = (x+y)+2

(a2) T +y=y+u,

(a3) a:—&—O-x

(ag) z™* =

(as) z+0*—0*

(ag) (" +y) +y=(y" +z)" +z.

MYV -algebras were originally introduced by Chang in [4] in order to give an alge-
braic counterpart of the Lukasiewicz many valued logic (MV = many valued). Note
that axioms aj-aj state that (A, +,0) is an abelian monoid; following tradition, we
denote an MV-algebra (A, +,*,0) by its universe A.

Remark 1.1. If in ag we put y = 0 we obtain x** = 0™ + x, so, if 0** = 0 then
x** =z for every x € A. Hence, the axiom a4 is equivalent with (a}) 0** = 0.

Examples:

Ey) A singleton {0} is a trivial example of an M V-algebra; an MV -algebra is said
nontrivial provided its universe has more that one element.

E5) Let (G, ®,—,0,<) an l-group. For each u € G, u > 0, let

O,ul ={zeG:0<z < u}

and for each z,y € [0,u], let z+y = u A (x @ y) and 2* = u — x. Then ([0, u],+,*,0)
is an MV-algebra. In particular, if consider the real unit interval [0,1] and for all
z,y € [0,1] we define x +y = min{l,z + y} and 2* = 1 — x, then (][0, 1],+7* ,0) is an
MYV -algebra.

E3) If (A,V,A,*,0,1) is a Boolean lattice, then (A, V,*,0) is an MV -algebra.

E,) The rational numbers in [0, 1], and, for each integer n > 2, the n-element set

L, = {O, ﬁ, . EZ ?; , 1} yield examples of subalgebras of [0, 1].

E5) Given an MV-algebra A and a set X, the set AX of all functions f: X — A
becomes an MV -algebra if the operations + , and * and the element 0 are defined
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pointwise. The continues functions from [0,1] into [0,1] form a subalgebra of the
MV -algebra [0, 1],

In the rest of this paper, by A we denote an MV -algebra.

On A we define the constant 1 and the operations ,,-” and ,,—” as follows: 1 = 0*,
xy=(x*4+y*) and x —y =2 -y* = (z* +y)* ( we consider the ,,*” operation more
binding that any other operation, and the ,,-” more binding that + and —).

»

Lemma 1.1. ([2]-[7]) For z,y € A, the following conditions are equivalent:
(i) z*+y=1,
(i1) z-y* =0,
(ii1) y =2 + (y — x),
(tv) There is an element z € A such that © + z = y.
For any two elements z,y € A let us agree to write x < y iff z and y satisfy the
equivalent conditions (¢) — (iv) in the above lemma. So, < is a partial order relation
on A (which is called the natural order on A).

Theorem 1.1. ([2]-[7]) If z,y,z € A then the following hold:

&) oy = (@ -y,
e3) v+1=1,

ct) (x—y)+y=(y—z)+u,

cs) x+a* =1z -x* =0,

) t—0=z,0—2z=0,2—2=0,1-z=2* 2—1=0,
) z+r=ziffv-x=ux,

cs) <y iff y" <=,

co) Ife <y, thenz+z<y+zandz-z<y-z,

co) Ife <y, thenzx—z2<y—zand z—y < z—uzx,

011) x_ygxax_ygy*u

ci2) (z+y)—x <y,

as) v z<yiff z <az*+vy,

cu) r+y+z-y=z+y.
Remark 1.2. ([2]-[7]) On A, the natural order determines a bounded distributive

lattice structure. Specifically, the join xVy and the meet x Ay of the elements x and
y are given by:
zVy=@—-y)+y=wy—x)+rz=z-y" +y=y-z" +uz,
chy= (@ Vy) =z (2" +y) =y +2)
Clearly, v -y <z ANy <z,y<zVy <zx+y.
We shall denote this distributive lattice with 0 and 1 by L(A) (see [4]-[5]). For

any MV-algebra A we shall write B(A) as an abbreviation of set of all complemented
elements of L(A); elements of B(A) are called the boolean elements of A.

Theorem 1.2. ([4]-[5]) For every element x in an MV -algebra A, the following
conditions are equivalent:

(1) x € B(A),
(15) xVa*=1,
(ti) x ANx* =0,

r-r=u,
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(vii) x -y =z Ny, for ally € A.

Corollary 1.1. ([4]-[5])
(i) B(A) is subalgebra of the MV -algebra A. A subalgebra B of A is a boolean algebra
iff B C B(A),
(i1) An MV -algebra A is a boolean algebra iff the operation + is idempotent, i.e., the
equation T + x = x is satisfied by A.

Theorem 1.3. ([2]-[6]) If z,y, z, (x;)ics are elements of A, then the following hold:
as) z+y=(zVy) + (A y),
cig) z-y=(xVy)  (xAy),

cir) T+ (V l‘z) =V (z+ ),

O R
c19) X - <Z\€/I ;z:z) :i\e/j (z - xy),
Co0) T - (/e\l xl) :i/E\I (z-xy),
Co1) T A <Z\€/I xl> :i\e/l (x A xy),

Ca2) TV (/\ CCZ> = A (zVa;) (if all suprema and infima exist),
iel iel

Lemma 1.2. If a,b,z are elements of A, then:

ca3) [(anz)+ (bAZ)| Az =(a+Db)Ax,

Caq) @* Nz > 2 (aNx)*.

Proof. ca3). By c1g we have [(a Az)+ (bAx) Az = ((aAz)+b)A((ahx)+z) Ao =
((anz)+b)Anz=(a+bA(x+b) Ax=(a+D) Az

c24). Wehave z- (aAz)* =z-(a*Va*) L (z-a*)V(z-2*) 2 (z-a*) VO =z-a*
a* Aw.

Corollary 1.2. Ifa € B(A), then:
co5) a* Nz =x-(aNx)* forallz € A,
) aA(z+y)=(aAz)+(aNy),
car) aV(z+y)=(aVzx)+(aVy).

OIA

Proof. ca5). See the proof of cog.

co). We have: (aAz)+ (aAy)=[(ahz)+alA[(anz)+y] =[(anz)Va]A[(a+
NDA@E+y)]=an(a+y)A(@+y)=an(z+y).

co7). We have (aVz)+(aVy) = (a+z)+ (a+y) = (a+a)+(x+y) =a+(z+y) =
aV(z+vy). O

Definition 1.2. ([2]-[7]) Let A and B be MV —algebras. A function f : A — B
is a morphism of MV —algebras iff it satisfies the following conditions, for every
r,y€A:

(a7) f(0) =0,

(as) f(z+y) = flx)+ f(y),

(a9) f(z") = (f(z))".

Remark 1.3. It follows that:
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flx-y) = f(=)- f(y),
flzVvy) = f(x)V f(y),
fleny) = f(x) A fly),

for every x,y € A.
2. MV-algebra of fractions relative to an A—closed system

Definition 2.1. A nonempty subset S C A is called A—closed system in A if 1 € S
and x,y € S implies x Ny € S.

We denote by S(A) the set of all A— closed systems of A (clearly {1}, A € S(A)).
For S € S(A), on the MV-algebra A we consider the relation 6g defined by

(z,y) € Og iff there exists e € SN B(A) such that z Ae =y Ae.
Lemma 2.1. 6g is a congruence on A.

Proof. The reflexivity (since 1 € SN B(A)) and the symmetry of 8g are immediately.
To prove the transitivity of 0g, let (z,y), (y, z) € 0s. Thus there exists e, f € SNB(A)
such that t Ae =yAeand y A f =2zA f. If denote g = e A f € SN B(A), then
ghx = (eANf)Nx = (eAR)Af = (yAe)Af = (yAf)Nhe = (zAf)AN e = zA(fAe) = zAg,
hence (x, z) € 05. To prove the compatibility of 6s with the operations + and * | let
x,y, z,t € A such that (z,y) € s and (z,t) € bg.

Thus there exists e, f € SN B(A) such that t Ae =y Aeand zA f=tA f; we
denote g =e A f € SN B(A).

By co6 we obtain: (z+2)Ag=(xAg)+(zAg)=(xAheANf)+(zAfAe)=(yAeA
HN+HEAfre)=yAg)+({ENg)=(y+1t)Ag, hence (x + 2,y +1) € 0.

From z A e = yA e we deduce z* + ¢* = y* +e*,s0 e- (e* + %) = e (e* + y*),
hence z* A e = y* A e, that is (z*,y*) € 0. O

For x we denote by x/S the equivalence class of x relative to 8s and by
AlS] = A/bs.
By ps : A — A[S] we denote the canonical map defined by ps(z) = z/S, for every
x € A. Clearly, in A[S], 0=0/S, 1 =1/S and for every z,y € A,
z/S+y/S=(x+y)/S

(z/S)* = z*/S

So, pg is an onto morphism of MV-algebras.

Remark 2.1. Since for every s € SN B(A), sAs = s A1 we deduce that s/S =
1/5 =1, hence ps(SN B(A)) = {1}.

Proposition 2.1. If a € A, then a/S € B(A[S]) iff there exists e € S N B(A) such
that e A a € B(A). So, if e € B(A), then e/S € B(A[S]).

Proof. For a € A, we have a/S € B(A[S]) & a/S + a/S =a/S < (a+a)/S=a/S
& there exists e € SN B(A) such that (a+a)Ae=aNe & (ahe)+(arhe) =ale &
aNe€ B(A).If e e B(A), since 1 € SNB(A) and 1 Ae =e € B(A) we deduce that
e/S € B(A[S)). O
Theorem 2.1. If A’ is an MV -algebra and f : A — A’ is an morphism of MV -

algebras such that f(S N B(A)) = {1}, then there exists an unique morphism of
MV -algebras f': A[S] — A’ such that the diagram
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A Ps AlS]

A/
is commutative (i.e. f'opg=f).

Proof. If x,y € A and ps(x) = ps(y), then (x,y) € bg, hence there exists
e € SNB(A) such that x Ae = y Ae. Since f is morphism of MV-algebras, we obtain
that f(zAe) = f(yne) & f(a)Afle) = fly)Afle) & f(@) A1 = fy) Al f(z) =

f(y).
From this observation we deduce that the map f’ : A[S] — A’ defined for z € A

by f'(z/S) = f(x) is correctly defined. Clearly, f' is an morphism of MV-algebras.
The unicity of f’ follows from the fact that pg is a onto map. O

Remark 2.2. Theorem 2.1 allows us to call A[S] the MV -algebra of fractions
relative to the A—closed system S.

Examples

1. If S = {1} or S is such that 1 € S and SN (B(A)\{1}) = @, then for z,y €
A (z,y) €0s <= N1 =y A1l<= x =y, hence in this case A[S] = A.

2. If S is an A—closed system such that 0 € S (for example S = A or S = B(A)),
then for every z,y € A, (x,y) € 05 (since xt AO =y A0 and 0 € SN B(A)), hence in
this case A[S] = 0.

3. If P is a prime ideal of A (that is P # A and if z Ay € P implies © € P
or y € P), then S = A\P is an A—closed system. We denote A[S] by Ap. The set
M ={z/S : z € P} is a maximal ideal of Ap. Indeed, if z,y € P, then 2/S +y/S =
(x+y)/S € M (since x +y € P). If z,y € A such that z € P and y/S < 2/S then
there exists e € SN B(A) such that y Ae < x Ae. Since z € P, then y A e € P, hence
y € P (since e ¢ P), so y/S € M. To prove the maximality of M let I an ideal of Ap
such that M C I and M # I. Then there exists /S € I such that x/S ¢ M, (that is
x ¢ P <=z ec8) hence x/S =1,s0 = Ap. Moreover, M is the only maximal ideal
of Ap (since if we have another maximal ideal M’ of Ap then M’ ¢ M hence there
exists /S € M’ such that /S ¢ M, so /S =1 and M’ = Ap, a contradiction!).
In other words Ap is a local MV -algebra. The process of passing from A to Ap is
called localization at P.
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