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A statistical framework for evaluating convolutional neural
networks. Application to colon cancer

Liliana Popa

Abstract. Purpose: Explore the efficiency of two convolutional neural networks in helping

physicians in establishing colon cancer diagnosis from histopathological image scans.

Methods: The dataset used in this study contains 357 histopathological image slides that
ranged from benign cases to colon cancer grade three. The slides were collected by doctors

at the Emergency Hospital of Craiova, Romania. The study proposes a statistical framework
that studies the performances of two convolutional neural networks AlexNet and GoogleNet.

Results: AlexNet has revealed a competitive accuracy in comparison with GoogleNet. To

prove the robustness of the AlexNet in fair terms, we have performed a thorough statistical
analysis of its performance.

Conclusions: On this particular dataset which contains histopathological image scans re-

garding colon cancer, the convolutional neural network AlexNet proved to be superior to
GoogleNet.
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1. Introduction

Colon cancer represents the fourth most diagnosed cancer around the globe, and also
it occupies the fifth place in cancer deaths, 5.8%. Lifestyle factors such as sedentarism,
red meat consumption, alcohol, smoking, etc. contribute on colon cancer?s incidence.
Besides lifestyle choices, a hereditary predisposition must be also taken into account
[1]. Colon cancer appears when epithelial cells from the large intestine suffer mutations
[2]. Its incidence and mortality is split into three categories around the world: the low
incidence and low mortality group, which comprises the United States of America,
Iceland, Japan, and France due to prevention and treatment; the high incidence
and low mortality group, which comprises Canada, the United Kingdom, Denmark,
and Singapore, due to improved treatment; and lastly, the high incidence and low
mortality group, which comprises Brazil, Russia, China, Latin America, the Baltics,
and Philippines [3]. According to GLOBOCAN 2018, in Romania, colon cancer ranks
the second place in cancer rates (13.3%).

However, in recent years, deep learning has been intensively used in cancer diag-
nosis, showing that it is superior to other state-of-the-art machine learning methods
when dealing with images. In [4], the diagnosis of skin cancer was achieved by using a
convolutional neural network enhanced by an improved whale optimization algorithm
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based on Lvy flight. Deep learning was used to improve the detection of breast can-
cer, [5], and prostate cancer, [6]. A hybrid spiral optimization intelligent-generalized
rough set approach improved a deep neural network in order to automatically detect
lung cancer from CT images, [7]. In what regards colon cancer diagnosis, we mention
the following studies: in [8] the authors used a deep learning algorithm to analyze
whole-slide images and provide an automatic prognostic biomarker for primary colon
cancer; in [9], deep learning was used to predict the survival rate of patients using
histology slides; in [10] both a convolutional neural network (CNN) and a recur-
rent neural network were used to classify biopsy histopathology whole-slide images of
stomach and colon cancers.

In this paper, our aim is to investigate two types of convolutional neural networks:
AlexNet and GoogleNet. The statistical analysis regarded power analysis, normality
tests, equality of variances, t-test for independent samples

The paper is organized in 5 sections: section 2 briefly describes the design and
implementation of the two CNNs; section 3 the benchmarking dataset and the statis-
tical framework used for assessment; section 4 the presents the experimental results
and corresponding discussions. The paper ends with section 5 which deals with con-
clusions.

2. Method

CNN architecture
CNNs have been developed by Yan LeCun et al. [11]-[12] -[13]. They are similar

to other NNs, containing neurons that are trained by updating their weights. CNNs
have a grid-like topology. They have multiple layers of neurons that can process
complex features. By using convolutions, which are a special linear operation, makes
the CNNs just like NNs that use convolutions instead of matrix multiplication [14].

A layer in a CNN has the neurons arranged 3-dimensionally (width, height and
depth i.e. the 3 color channels, red, green and blue), and not all the neurons are in-
terconnected. There are 3 types of layers: convolutional, pooling and fully-connected
layer. These layers transform a 3-dimensional input into a 3-dimensional output using
differential activation function.

In general, the classical backpropagation (BP) algorithm is used for training a
CNN [15], [16]. Training a CNN implies tuning the weights in such a manner that
an optimal solution is produced for a specific problem, technically regulating them to
minimize the error function, frequently the sum of squared errors (SSE), computed
as the difference between the network`s output and the ground truth, summed over
all the output nodes and training data. Evaluating the derivatives of the SSE with
respect to the weights, we can minimize the error function by using some optimized
values of the weights, that correspond to the errors`backpropagation through the
network.

As activation function the rectified linear unit (ReLU) is preferred, to other well-
known functions. ReLU formula is given by [17]

f(x) = max(x, 0).

In our study we have considered AlexNet [18] and GoogleNet [19]. AlexNet is a
pretrained convolutional neural network. The dataset that it has been trained on
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Figure 1. (a) healthy tissue; (b) grade I cancer; (c) grade II cancer;
(d) grade III cancer.

is ImageNet, and it is publicly available at www.image-net.org. Its architecture
contains 8 layers and can classify objects from 1000 classes. The input is an image
of 227x227 pixels, with a 32-bit RGB color space. In our study we have replaced the
last layers of the network and also resized the original images in order to classify the
objects from our dataset. The second neural network, GoogleNet, has 22 layers. Just
like AlexNet, GoogleNet is a pretrained network. The training is performed also in
ImageNet. Different from AlexNet, it uses 224x224 pixel input images. Just like in
the first case, we have resized and replaced the last layers in the network so that we
could classify our objects.

3. Benchmarking dataset and statistical framework

3.1. The dataset. The two models were evaluated on a real-world medical test case.
The dataset contains 357 histopathological slides, that range from benign to grade
three cancer [20], [21]. All the images have been resized. The data is distributed
as follows: 62 benign cases, 96 grade I cancer, 99 grade II cancer, and 100 grade
III cancer. The data can be found at: https://doi.org/10.6084/m9.figshare.

4508672.v1.
Figure 1 depicts a sample of each cancer grade.

3.2. Statistical performance assessment. Both networks are stochastic algo-
rithms. Therefore, in order for the reported results to be effective and robust, the
algorithms must be run a certain number of runs. To compute the correct number
of runs, the sample size, we have used statistical power analysis. By independently
running the algorithm 106 times, we have achieved a suitable statistical power (two-
tailed type of null hypothesis with default statistical power goal P ≥ 95% and type I
error α = 0, 05 as the level of significance). The standard 10-fold cross-validation has
been used [22]. We have computed the average accuracy (ACA) as the percentage
of correctly classified cases during the testing phase. Besides the ACA, the standard
deviation (SD) of the ACA and the 95% confidence interval were computed also. We
wanted to see whether the models offer or not omnibus robustness.

For comparing their performances, we first checked whether the sample of ACAs
of both algorithms have normal distributions or not. Therefore, the Kolmogorov-
Smirnov & Lilliefors and Shapiro-Wilk W tests were performed. We have used the
Kolmogorov-Smirnov & Lilliefors because we can compute the mean and the standard
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deviation from the actual data, and the Shapiro-Wilk test because it has better power
properties.

In the beginning of the statistical assessment process, we focused on the stability
and robustness of the algorithm. As we proceed further, we are interested in the
more complex statistical tests that are able to discriminate between the two neural
networks. Comparing only the ACAs would be subjective and simplistic. Hence, both
algorithms were run in the same conditions: 106 computer runs in a complete 10-fold
cross-validation cycle. Obviously, we are dealing with two independent groups of
samples, thus our concern refers to the mean difference between the performances of
the two algorithms, because there is an obvious variability between the 106 computer
runs. Thus, we have performed the t-test for independent samples to compare the
difference in means. Besides the t-test we were also interested to see the equality of
variances, so we performed the Levene and the Brown-Forythe tests. Recall that if we
use a statistical test such as the t-test, we first must verify the following assumptions:
the two populations must have an approximately Gaussian distribution, and their
variances have to be equal. If the variances are unequal, then we are dealing with the
heteroscedasticity phenomenon, which might lead to false positives affected by the
Type I error rate.

The results of all these tests and their corresponding discussion are presented in
the next section.

4. Results and discussion

The AlexNet and GoogleNet performance results in terms of ACA over 106 computer
runs, stability (SD) and 95% confidence interval (CI) are presented in the Table 1.

Table 1. Testing the normality of the AlexNet and GoogleNet ACAs.

Variable ACA (%) SD 95% CI
AlexNet 89.53 0.28 (89.10 , 90.59)

GoogleNet 85.62 3.67 (79.29 , 90.98)

We can see from Table 1 that on average the AlexNet performs better than Google
Net on this dataset, almost 5% gain in average accuracy. Regarding the stability of
the model, the SD for AlexNet is 0.28, whereas for the GoogleNet is 3.67, proving the
fact that both models are omnibus. As we have mentioned before, we performed two
normality tests, the Kolmogorov-Smirnov & Lilliefors test and Shapiro-Wilk W test,
to verify the assumption that the sample data has a Gaussian distribution. This gives
us insights regarding the existence of outliers, which affect the results. The results of
the two tests are presented in Table 2.

Table 2 reveals interesting results. While the Kolmogorov-Smirnov & Lilliefors
test indicates that the two samples are normally distributed, (p − level > 0.05), the
Shapiro-Wilk W test indicates that both samples are not governed by the Normal
distribution. The Kolmogorov-Smirnov test is quite sensitive to extreme values, but
the Lilliefors corrects this [22], and also it has been reported that this test’s power
is not high enough [23]. The Shapiro-Wilk W test provides better power because it
used the correlation between the data and the corresponding normal scores. Hence,
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Table 2. AlexNet and GoogleNet performance indicators (ACA,
SD, 95% CI).

Kolmogorov-Smirnov Shapiro-Wilk W CI
Variable K-S max D Lilliefors p S-W W p-level
AlexNet 0.088 0.15 0.939 0.0006

GoogleNet 0.579 0.2 0.947 0.002

it is preferred. Nevertheless, to tackle this issue, we have used the Central Limit
Theorem, that states that if the sample size increases above 30, then the sample
distribution becomes approximately normal [24]. Since the sample size is 106, then,
we can presume the normality of data.

Next, we have used the Levene’s and Brown-Forsythe test to verify the equality of
variances. The results are depicted in Table 3.

Table 3. Testing the equality of variances of the eCNN and CNN ACAs.

Variable AlexNet vs. GoogleNet
Levene(F (1, df)/p− level) 198.17 / 0.000

Brown-Forsythe((1/df)/p− levelCI) 197.91 / 0.000

Table 3 reveals the fact that the two algorithms do not have equal variances, so
they do not have similar behaviors (p− level < 0.05). Still, this issue can be avoided,
becoming less problematic due to the fact that we are using samples that have the
same number of observations. We can thus proceed with the t-test for independent
samples to compare the difference in means between the two competitors. The results
shown in Table 4, that indeed there are significant differences in means (p − level <
0.05) between AlexNet and GoogleNet concerning the testing performances, hence the
power of classifying correctly colon cancer from histopathological images of AlexNet
over GoogleNet has been proven. It is only fair to sustain, that the 5% accuracy gain
of the AlexNet is not statistically insignificant.

Table 4. Comparing testing performances (t-test).

Variable t-test / p-level
AlexNet vs. GoogleNet -9.709 / 0.000

Since AlexNet proved to be superior to GoogleNet in this particular case, we have
continued the statistical benchmark only on AlexNet. Therefore, we provided also the
corresponding confusion matrix and three other classification parameters: precision
or positive predictive value, recall or sensitivity, and F1-score (Dice similarity coeffi-
cient). The confusion matrix gives valuable information regarding misclassification.
Each cell of the matrix contains a number that shows how many cases were indeed
classified correctly from each class. Precision is the ratio of cases with ’positive’ results
that are correctly classified. Recall measures the proportion of ’true positives’ that
are correctly classified as such. The F1-score is the harmonic mean of the precision
and recall [25].
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Figure 2. Confusion matrix heatmap.

The confusion matrix heatmap is presented in Figure 2.

Precision =
Truepositives

Truepositives+ Falsepositives
(1)

Recall =
Truepositives

Truepositives+ Falsenegatives
(2)

F1 − score = 2 ∗ Precision ∗Recall
Precision+Recall

(3)

Since in general the three parameters are computed for binary classes, we have
presented their value for each class in particular, as well as the overall value. The
values are depicted in Table 5 and Table 6.

Table 5. Precision and recall per class (AlexNet).

Grade 0 Grade 1 Grade Grade 3
Precision 1 0.82 0.81 0.92

Recall 0.90 0.85 0.86 0.96

From both tables, we can see that the values of these statistical parameters are
close to 0.90, which means that the classifier indeed performs very well.

5. Conclusions and future work

Two convolutional neural networks are statistical benchmarked in order to see which
one of them performs better at classifying colon cancer from histopathological images.
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Table 6. Overall precision, recall, and F1-score (AlexNet).

Colon cancer
Precision 0.90

Recall 0.89
F1-score 0.89

According to our statistical analysis, AlexNet surpassed GoogleNet on this particular
dataset, providing a significantly increased gain in accuracy.

Our study regarded a statistical framework for determining which convolutional
neural network (AlexNet or GoogleNet) performs better when applied on a colon
cancer dataset which contains histopathological images. The benchmarking results in
terms of ACA, SD, 95% CI, confusion matrix, precision, recall, F1-score, Kolmogorov-
Smirnov, Shapiro-Wilk, Levene, Brown-Forsythe and t-test, showed a significance gain
in terms of accuracy of AlexNet, when compared with GoogleNet.
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