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On lacunary statistical convergence of sequences in gradual
normed linear spaces
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ABSTRACT. In this paper, we introduce and investigate the notion of lacunary statistical con-
vergence of sequences in gradual normed linear spaces. We study some of its basic properties
and some inclusion relations. In the end, we introduce the notion of lacunary statistical Cauchy
sequences and prove that it is equivalent to the notion of lacunary statistical convergence.
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1. Introduction

The idea of fuzzy sets [30] was first introduced by Zadeh in the year 1965 which was an
extension of the classical set-theoretical concept. Nowadays it has wide applicability in
different branches of science and engineering. The term “fuzzy number” plays a crucial
role in the study of fuzzy set theory. Fuzzy numbers were basically the generalization
of intervals, not numbers. Even fuzzy numbers do not obey a few algebraic properties
of the classical numbers. So the term “fuzzy number” is debatable to many authors
due to its different behavior. The term “fuzzy intervals” is often used by many authors
instead of fuzzy numbers. To overcome the confusion among the researchers, in 2008,
Fortin et.al. [8] introduced the notion of gradual real numbers as elements of fuzzy
intervals. Gradual real numbers are mainly known by their respective assignment
function which is defined in the interval (0,1]. So in some sense, every real number
can be viewed as a gradual number with a constant assignment function. The gradual
real numbers also obey all the algebraic properties of the classical real numbers and
have uses in computation and optimization problems.

In 2011, Sadeqi and Azari [23] first introduced the concept of gradual normed
linear space. They studied various properties of the space from both the algebraic
and topological point of view. Further progress in this direction has been occurred
due to Ettefagh, Azari, and Etemad (see [(], [7]) and many others. For extensive
study on gradual real numbers one may refer to ([1], [4], [18], [27]).

On the other hand, in 1993, Fridy [14] introduced the concept of lacunary statistical
convergence mainly as one of the extensions of statistical convergence (for more details
on statistical convergence, one may refer [9], [10], [11], [12]).

A lacunary sequence is an increasing integer sequence ¢ = (kn)nenuqoy satisfying
ko=0and h, =k, — k,_1 — 00, a8 n — 00.
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A real valued sequence (xy) is said to be lacunary statistically convergent (in short
Sp—convergent) to a real number [, if for any € > 0,

1
limo— | {k € I : [zy = 1| 2 €} |= 0,

where I, = (kn—1,k,]. In this case, [ is called the lacunary statistical limit of the
sequence (zx) and symbolically, it is written as Sy — lim(xy) = [ or xp, — 1(Sh).
Further, the set of all lacunary statistical convergent sequences with regard to the
lacunary sequence 6 is denoted by Sp. In [14], Fridy and Orhan established the
relation between statistical convergence and lacunary statistical convergence. In [13],
Fridy introduced the notion of lacunary statistically Cauchy sequences and in [10],
Freedman et. al. studied the relationship between the two sequence spaces |o;| and
Ny defined as follows:

1 n
= : f l € R, lim— E =1 | =
|| {(xk) or some !/ € R, im ( |z |> 0}

k=1

.1
and Ny = {(xk) : for somel € R’hv?l?n (k; |z — l|> = 0} .

For more information about of lacunary convergence and its generalizations, [5],
(151, [16], [17], (191, 201, 210, [220, 24, [29), [26], [28], [29] can be addressed where
many more references can be found.

Research on the convergence of sequences in gradual normed linear spaces has not
yet gained much ground and it is still in its infant stage. The research carried out
so far shows a strong analogy in the behavior of convergence of sequences in gradual
normed linear spaces (for details one may refer to [6], [7], [23]).

Recently, the convergence of sequences in gradual normed linear spaces was intro-
duced by Ettefagh et. al. [7]. Also, they have investigated some properties from
the topological point of view [6]. In [2], Choudhury and Debnath have generalized
the notion of convergence of sequences in the gradual normed linear spaces to ideal
convergence. Therefore, the study of lacunary statistical convergence of sequences in
gradual normed linear spaces is very natural.

2. Definitions and preliminaries

Definition 2.1. [8] A gradual real number 7 is defined by an assignment function
Az : (0,1] = R. The set of all gradual real numbers is denoted by G(R). A gradual
real number 7 is said to be non-negative if for every & € (0, 1], A7(§) > 0. The set of
all non-negative gradual real numbers is denoted by G*(R).

In [8], the gradual operations between the elements of G(R) was defined as follows:

Definition 2.2. Let * be any operation in R and suppose 71,7, € G(R) with assign-
ment functions Az and Ay, respectively. Then 71 * 7o € G(R) is defined with the
assignment function Az, .7, given by Az .7, (§) = Az (€)* Az, (£), VE € (0,1]. Then the
gradual addition 71 + 75 and the gradual scalar multiplication ¢7(c € R) are defined
by

Aji 47, (§) = A7 (§) + A7, (§)  and Acr(§) = cAz(€), V€ € (0,1].
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For any real number p € R, the constant gradual real number p is defined by the
constant assignment function A;(¢) = p for any ¢ € (0, 1]. In particular, 0 and 1 are
the constant gradual numbers defined by Az(¢§) = 0 and A;(&) = 1 respectively. One
can easily verify that G(R) with the gradual addition and gradual scalar multiplication
forms a real vector space [3].

Definition 2.3. [23] Let X be a real vector space. The function || - ||¢ : X — G*(R)
is said to be a gradual norm on X, if for every £ € (0, 1], following three conditions
are true for any =,y € X:

(Gl) AHxHG(f) = A()(f) if and only ifx = O;

(G2) Ajpalie (§) = [A[A)jz))¢ (§) for any A € R;

The pair (X, || - ||¢) is called a gradual normed linear space (GNLS).

Definition 2.4. [7] Let (x)) be a sequence in the GNLS (X, || - ||g). Then (z) is
said to be gradually bounded if for every ¢ € (0, 1], there exists B = B(£) > 0 such
that AHMHG < B for all k € N.

Definition 2.5. [23] Let (x1) be a sequence in the GNLS (X, || - ||¢). Then () is
said to be gradually convergent to z € X, if for every £ € (0, 1] and € > 0, there exists
N(= N:(§)) € N such that Aj,, 4 (§) <&, Yk > N.

Definition 2.6. [23] Let () be a sequence in the GNLS (X, ||-||¢). Then (zy) is said
to be gradually Cauchy, if for every & € (0,1] and € > 0, there exists N(= N.(£)) € N
such that 4., o, (§) <&, Vk,j > N.

Theorem 2.1. (23], Theorem 3.6) Let (X,|| - ||a) be a GNLS, then every gradually
convergent sequence in X is also a gradually Cauchy sequence.

Example 2.1. [23] Let X = R™ and for x = (x1, 2, ..., Tr,) € R™, £ € (0,1], define

||l by -
Ao (@) = > |mil.
=1

Then, || - ||¢ is a gradual norm on R™ and (R™,|| - ||¢) is a GNLS.

Definition 2.7. [13] Let 8 = (k,,) be a lacunary sequence and (zy) be a real valued
sequence. Then (xy) is said to be lacunary statistically Cauchy (in short Sy—Cauchy)
if there exists a subsequence (zj/(,,)) of (zx) such that the following three conditions
hold:

(i) For any n, k'(n) € I;

(ii) (Zp/(n)) is convergent to x as n — oo;

(iii) For any € > 0, hflnh% | {keln:|r —zpm)| >c}[=0

Theorem 2.2. [13] The real valued sequence (xy) is Sg—convergent if and only if it
is Sp— Cauchy.

Definition 2.8. Let (X,|| - ||¢) be any GNLS. We define the new sequence spaces
|o1(G)| and Ng(G) as follows:

|01(G):{( k) : for some 2 € X and for all ¢ € (0,1] hm <ZA”” alle (€ )ZO}
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and Np(GQ) = {(mk) : for some x € X and for all¢ € (0, 1] hm (ZAWC TS ) = O}.

kel

Definition 2.9. Let (z) be a sequence in the GNLS (X, || - ||g). Then (x) is said
to be gradually statistically convergent (in short S(G) convergent) to z € X if for
every £ € (0,1] and € > 0, the set {k € N : Ajj;, _5|5(§) > €} has natural density
zero. Symbolically, S(G) — limzy = x or z; — x(S(G)). Further, we use S(G) to
denote the collection of all gradually statistical convergent sequences in X.

Throughout the paper, for simplicity we use 0 to denote the m—tuple (0,0, ....0,0).
3. Main Results

Definition 3.1. Let (zj) be a sequence in the GNLS (X,|| - ||¢) and 6 be any
lacunary sequence. Then (xj) is said to be gradually Sp—convergent (or shortly
So(G)—convergent) to x € X if for every ¢ > 0 and £ € (0, 1],

1

In this case, we write, Sp(G) — limz, = x or x, — ©(Sp(G)). Further, we use Sp(G)
to denote the collection of all gradually Sp—convergent sequences in X.

Example 3.1. Let X = R™ and ||-||¢ be the norm defined in Example 2.1. Consider
0, n=0
3" n>1

T _{(070""’05m)7 ka:p27p€N

6 = (6,,) defined by 6,, = . Then, the sequence (zj) in R™ defined as

(0,0,.....,0,0), otherwise
is gradually Sp—convergent to 0 in R™.

Justification. We have,

: 1 : 1 n— n
limo— | {k € I : Ajjn, o)1 (§) = e} [ = Blimor | {k € (377187 Ajay oy (€) = £} |

<3l | (k< 3" Ajopjo () > <} |
Lvnl

< 3lim
non
= 0.

Hence we conclude that z — 0(Sp(Q)).

, where [p| denotes the largest integer < p

Example 3.2. Let X = R and for any = € R, let || - ||¢ be the norm defined as
Ajjz)lec = €°|z|. Consider the sequence 6 = (6,,) defined in Example 3.1. Then the
sequence (z) in X defined as z; = k? is not Sp(G)—convergent.

Justification. For any x € R, we have x < 0 or x > 0. Then for each of the
following cases, (z)) will not Sp(G)—convergent to x.
Case-I: If x <0, we choose ¢ = %ef. Then we have,

1 .3 vt am 1
limo— [ {k € L : A, )i (€) Z e} | =lim— [ {k € (3",3"] : A2 )i (€) = 5} [= 1.
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Case-II: If z > 0, then there exists kg € N such that z5,—1 < <z,

Subcase-I: If 0 < x < 1, then choose € = % min{z,1 — z}. Then, it is easy to
verify that limz- | {k € I, : Az, —a1(£) = €} |= 1.

Subcase-II: If x > 1, then choose ¢ = % min{z — xy,—1, Tk, —x}. Then, it is easy
to verify that lim;— | {k € I, : Ajjz,—a(c(§) >} |= 1.
P O
From the above case study, we can conclude that (zx) is not Sp(G)—convergent.

Theorem 3.1. Let (xr) be a sequence in the GNLS (X,|| - |l¢) such that z) —
x(So(Q)) for a fized 0. Then x is unique.

Proof. If possible suppose z — x(Sg(G)) and xp — y(Sp(G)) for some x # y in X.
Then for any & € (0,1] and € > 0,

.1
hTILIlhf | {k el,: Alll'k_l'HG(E) > 8} |: 0

and .
limo= [ {k € In : Ajjar—y||c(€) 2 €} |= 0.

Therefore, M = {k € I, : Ajjz,—a)|c(§) < e} N{k € Iy : Ajjg,—y1c (&) < e} # 0.
Choose € = AII%HG(O' Then, for any p € M, we have

2e = Ajja—y|c(§) < Ajje, 216 (&) + Ajjz,—a|| (§) < €+ = 2¢, a contradiction.

Hence we must have x = y. O

Theorem 3.2. Let (zx) and (yi) be two sequences in the GNLS (X, ||-]|¢) such that
zr — x(Se(Q)) and yi, — y(Se(G)). Then,
(i) i + Yy — =+ y(Se(Q)) and (it) cxy, — cx(Se(G)) for any c € R.

Proof. (i) Since z — 2(Sp(G)) and yr — y(Se(Q)), so for every & € (0,1] and € > 0,
.1 1
117rlna | Cy |=0and 117rlna | Cy |=0, (1)

where C; = {k € I, : A\lmk—rﬂc(f) > %} and Cy = {k € I, : A||yk—y\|c(£) > %}
Now since the inclusion {k € I, 1 Ajjz, 4y —a—y||c (&) > €} € C1 U Cy holds, we must
have ﬁ [ {k € In : Al typ—n—y||c(§) > €} | ﬁ | Cy | +h%, | C5 | and consequently

from (1) we have, lim7= | {k € I, : Ajjz,1yp—o—y||c(§) = €} |= 0. This completes the
n n i

proof.
(ii) Proof of this part is easy so omitted. O

Theorem 3.3. Let (x) be a sequence in the GNLS (X,|| - ||¢) and 6 = (6,) be a
lacunary sequence. Then,

(i) If x, — x(Ng(Q)) then z — x(Sp(Q)) although the reverse is not necessarily
true.

(i) The reverse of (i) holds if (xx) is gradually bounded.

Proof. (i) Let € > 0 be arbitrary and xj, — 2(Ng(G)). Then, the proof follows directly
from the following fact:

Yo Apaic© = Y Amage© 2 [ {k € Lu: Ay gy (€) 2 e} .

kel, kely
Az x|l (§)2e
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Now for the converse part, we construct a counterexample by considering the gradual
normed space (R™, || -||g), where || - || is the norm defined in Example 2.1. Let 6 be
given and xy be (0,0,...,1),(0,0,...,2), ..., (0,0, ..., [v/hy]) at the first [\/h,] integers
in I,,, and z, = 0 otherwise. Then, we have for any € > 0 with 0 < eef < 1,

(V]

=0.
hn,

.1 )
1IELIIE [ {k € In: Ajjg,—0)c(€) = €} [= 1171?1

Hence, z, — 0(Sp(G)). On the other hand,
(Z AH%_OG@ R D 1

keI, 2 2

1
lim—
im ™
which means that z; - 0(Sp(G)).
(i) Suppose z — x(Sp(G)) and (zy) is gradually bounded. Then, gradual bounded-
ness of (zj) implies the existence of B = B(§) > 0 such that A, 4, < B for all
k € N. Then for given € > 0, we have

i <Z Anxk—xc(f)>

kel
1 1
= Y. Al |+ D Al
n kel, n kel,
Ay —allg (6)>e Aljay—ellg ()<

B
SF | {k €ly: AH(E}C*Q?IIG(&) > 6} ‘ +€;
which consequently implies that x — x(Np(G)). O

In the following lemmas, we investigate the inclusion relations between the sets
S(G) and Sp(G) under some restrictions on 6 and we will use ¢, to denote the ratio
k

n
kn—1

Lemma 3.4. Let (z1) be a sequence in the GNLS (X, || |lc). Then for any lacunary
sequence 6, S(G) —lim xy, = x implies Sg(G) —lim x, = x if and only if liminf g, > 1.

Further if liminf ¢, = 1, then there exists a S(G)—convergent sequence which is not
n
So(G)—convergent to any limit.
Proof. Let us first assume lim inf ¢, > 1. Then, for sufficiently large n, there exists an
n

v > 0 such that ¢, > 1+v which further implies fl—" < HT” Now as S(G)—limzy = z,
so for any € > 0 and for sufficiently large n, the following inequation

1 oy 1
i R € I Aa—aja (§) 2 e} [ = 37 0= [{k € In Ajoy—aic () 2 €5 |
1+v1
< — = HE<hn: Ajpaio(€) 2 e} |

yields that Sp(G) — limzy, = z.
For the converse part, take liminf ¢, = 1. We intend to form a sequence which
n

is S(G)—convergent but is not Sy(G)—convergent to any limit. Proceeding as in
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([10], page-510 and [14], page-46), we can select a subsequence (k) of the lacunary
kn ; Kn .

sequence 0 satisfying kijl > ]Jﬁ and knj-:ll < j, where n; —nj_1 > 2. Now we

define a gradually bounded sequence (z) in (R™,]| - ||¢) (where || - ||¢ is the norm

defined in Example 2.1) as follows:

o — (0,0,..,0,1) kel,,j=123,..
b 0, otherwise

Then, for any = € R™, we have
1 .
. Z Alzi—allc () | = Aj0.0.....01) -2l (€)= 1,2,3, ...
"9 \keln,

and

hin. (ZAmxm(é)) = Ajjz)| (&), forn #n;

kel,

which as a consequence gives
limz= | {k € In : Ajja,—a)|e(§) Z €} #0

e, zp = x(Sp(Q)).
However (x1) is S(G)—convergent, since if p is an integer that is sufficiently large,

we can have a unique j satisfying kn; 1 <p < kpn;,, 1 and then
1< kp, ,+hn, 1 1 2
-> A (< ———2<-+-==
p; el Fony—1 i

as p — oo, it follows that j — oo. Hence, (zx) € |01(G)|°. Now by applying the
technique of proof of Theorem 2.1 of [3], one can show that (xy) is S(G)—convergent.
O

Lemma 3.5. Let (x1) be a sequence in the GNLS (X,||-||c). Then, for any lacunary
sequence 0, Sp(G)—lim xy, = x implies S(G)—lim xy, = x if and only if lim supg,, < co.

Further, if limsup g, = oo, then there exists a Sp(G)— convergent sequence which is
n

not S(G)—convergent to any limit.

Proof. First assume lim sup ¢, < oo along with Sp(G) — lim 2, = 2. Then there is a

n
B > 0 such that ¢, < B holds for all n. Let N,, denote the cardinal number of the
set {k € I, : Ajjz,—a(|c(§) > €}. Then, by our assumption, for given n > 0, there is

an ng € N such that ¥n > ny, % < 1. Let M = max {Ny, Na, ..., N, } and let ¢t be
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an integer satisfying k,_1 < t < k,,. Then we have,

1 1
n [{k<t: A\lxkfxl\c(f) >e}| < 1 | {k <k A||xk7:rHG(§) > e} |
1
=7 {N1+ Nz+ ...+ Np, + Npgy1 + ... + Np}
n—1
M 1 Npyt1 N,
< ——ng+-—{h UL i
o knflno + knfl{ nott hnoJrl + + " hn }
TL()M 1 Nn
< — | {hn, .t hy,
o kn—l + kn—l nS;l'rlLDo hn) { o+t * * }
< noM . nkn — ki,
kn—l kn—l
< TL()M +
S
M
< 1o +nB
knfl
which immediately gives S(G) — limzy, = .

Conversely, suppose limsup ¢, = oo. We intend to form a sequence that is
So(G)—convergent but is not S(G)—convergent to any limit. Following the idea in
([10], page-511 and [14], page-47), we can construct a subsequence (k) of the la-
cunary sequence ¢ = (k,) such that ¢,, > j. Now we define a gradually bounded
sequence (zy) in (R™,||-||¢) (where || - ||¢ is the norm defined in Example 2.1) as
follows:

o — (0,0,...,0,1)  kp;—1 <k <2kp; 1,5 =1,2,...
F 0, otherwise '

Proceeding as in ([10], page-511) one can show (z1) € No(G) but (zx) ¢ |01(G)|. Now
by virtue of Theorem 1(i) of ([14], page-44), we can say that (xy) is Sp(G)—convergent
whereas using a similar procedure of Theorem 2.1 of [3], one can easily show that (zy)
is not S(G)—convergent. O

The combination of the above two lemmas leads us to the following theorem:

Theorem 3.6. Let (zx) be a sequence in the GNLS (X,|| - |lg). Then, for any
lacunary sequence 0, Sp(G) — limzy, = S(G) — limzy, if and only if 1 < liminf ¢, <

limsup g, < oo.
n

Definition 3.2. Let § = (k,,) be a lacunary sequence and (zj) be any sequence in
the GNLS (X, || - ||g)- Then (xy) is said to be gradually lacunary statistical Cauchy
(in short Sg(G)—Cauchy) if there exists a subsequence (zy/(,)) of (xx) such that the
following three conditions hold:

(i) For any n, k'(n) € I,;

(ii) (Ts(n)) is gradually convergent to x as n — oo for some z € X;

(ili) For any € > 0 and & € (0,1], liyrlni | {k € It Ajzp—a, 116 (§) = €} [= 0.

Theorem 3.7. Let (xr) be any sequence in the GNLS (X, || - ||l¢). Then, (xx) is
So(G)—convergent if and only if (xr) is Se(G)— Cauchy.
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Proof. Suppose x; — z(S¢(G)) and for each m € N, K(§,m) denote the set {k €
N Ajjpp—afje(€) < £}, Then, for any m € N, the inclusion K (£, m + 1) € K(£,m)

holds and we have limw = 1. Choose r(1) such that n > r(1) implies

%ﬁmn\ > 0ie., K(1)N1I, # 0. Next choose r(2) > r(1) such that n > r(2)
implies K (&,2)NI, # 0. Then, for each n satisfying r(1) < n < r(2), choose k'(n) € I,
such that k'(n) € I, N K (¢, 1), i.e., Allz,y—allc (§) < 1. Proceeding like this, one can
choose 7(p + 1) > r(p) such that n > r(p+ 1) implies K(¢,p+ 1) N1, # @. Then, for
any n satisfying r(p) < n < r(p+ 1), choose k¥'(n) € I, N K(&,p), i.e.,

1
Aka/(n)—xHG(f) < 5 (2)

Hence, we have k'(n) € I,, for any r, and Equation (2) implies that (z/(,)) is gradually
convergent to x as n — o0.
Then we have for any ¢ € (0,1] and € > 0,

1 1 €
o € A 16O Z ) 1< g [ (€ Lot Aoy ago(€) 2 5} |

1 €
+o | {k € I Az —2lla (§) = S -

Now using the assumption that 2 — x(Sp(G)) and the fact that (zj(,)) is gradually
convergent to x, the above inequation yields the result.

Now for the converse part, we assume (z) is an Sy—Cauchy sequence. Then, for
any £ € (0,1] and € > 0,

g
k€ T Ay oo () 2 e} |<I {E € Lt Ay ay16(6) 2 S}

g

which as a consequence implies that z; — z(Sp(Q)). O
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