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Abstract. The recent exponential rise in the number of cyber-attacks has demanded in-
tensive study into community intrusion detection, prediction, and mitigation systems. Even

though there are a variety of intrusion detection technologies available, predicting future com-
munity intrusions is still a work in progress. Existing approaches rely on statistical and/or

superficial device mastery techniques to solve the problem, and as a result, feature selection

and engineering are required. The truth is that no single classifier can provide the highest
level of accuracy for all five types of training data set. Cyber-attack detection is a technique

for detecting cyber-attacks as they emerge on a laptop or network device, intending to com-

promise the gadget’s security. As a result, using a novel type and encryption mechanism,
this paper offered a unique architecture for attack node mitigation. The input UNSW-NB15

dataset is first acquired and divided into training and testing statistics. First and foremost,

the information is pre-processed and capabilities are retrieved in the training section. The
Taxicab Woodpecker Mating Algorithm (TWMA) is then used to select the critical charac-

teristics. The attacked and non-attacked information are then classified using the BRELU-

ResNet (Bernoulli’s Leaky Rectified Linear Unit - Residual Neural Community) classifier. The
encrypted at Ease Hash Probability-Based Elliptic-Curve Cryptography (ESHP-ECC) tech-

nique is used to encrypt the ordinary facts, which are subsequently kept in the security log

report. Following that, using Euclidean distance, the shortest course distance is estimated.
Finally, the records are decrypted using a set of principles known as Decrypted Relaxed Hash

Probability-Based Elliptic-Curve Cryptography (DSHP-ECC). If the input appears in the log
file during testing, it is regarded as attacked data and is prevented from being transmitted. If

it isn’t found, the procedure of detecting cyber-attacks continues.
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1. Introduction

The digital revolution of large-scale manufacturing environments promotes the use
of big data analytic in fixing plant outages, equipment breakdowns, fault prediction,
and ensuring cybersecurity through the extension of computer networks and intercon-
nectivity of computers in cyber-physical systems [16, 18]. In recent decades, the topic
of cyber-defense has piqued researchers’ attention, particularly as cyber-physical net-
works have become extremely malicious cyber-attacks that could threaten any part of
the unexploited cyber surface [14]. This emphasizes the significance of putting in place
efficient identification algorithms and robust solution mechanisms that protect both
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the cyber and physical facets of the infrastructure ? a crucial prerequisite for improv-
ing operational technologies [14, 22]. Many contributions have been made throughout
this field of operational technologies by the process automation and control group in
particular.

CPS (Cyber-Physical Systems) is a term used to describe the mixture of compu-
tational, communication, and physical components [9, 12]. Cyber-Physical Systems
CPS is a modeling tool that can be used to simulate a wide range of applications,
including sophisticated critical infrastructures. Indeed, the widespread integration
of Cyber-Physical Systems in vital infrastructures has increased their significance in
sustaining economic growth, and their stability and durability have become essential
in all facets of modern life [17, 5]. Security incidents and component faults are two
of the biggest abnormalities that can disrupt CPS’s daily function. Since CPS are so
essential to contemporary society’s day-to-day activities, they’ve become a tempting
choice for cybercriminals. Because of their extensive use, their attack surface has
grown significantly [6]. Various components of the CPS, like every other physical
control device, will malfunction at the same time. Both faults and attacks can cause
the machine to behave abnormally, but the consequences can be somewhat different.
CPS operators may select the appropriate rehabilitation actions that mitigate the
detrimental consequences of irregular behavior as they can differentiate [1]. Defining
the criteria that could lead to such distinction is a difficult challenge that necessitates
a thorough examination of individual components in a CPS structure before arriving
at a holistic solution [2, 15].

A malfunction that influences any of CPS’s components will cause it to behave
abnormally (nodes). Fault detection in CPS has proven to be a difficult challenge
due to the system’s complexity and large size, as well as the fact that flawed activity
is a complex and diverse problem [13]. Traditional CPS fault detection methods
focus on the operator’s knowledge, while more recent approaches, which characterize
the modern IoT age, rely on sensor and alarm data. Machine learning methods
and human expertise are combined in certain IoT solutions for fault diagnosis [7, 5].
For example, Artificial Neural Networks, which are adaptive structures inspired by
biological systems, are used in fault detection in power and smart grid systems. RBF
and SVM are two popular methods in artificial neural networks. Other methods [3]
make use of logic to avoid latent faults that can occur when a stable environment is
caused by a control system for a failure condition. Existing CPS security procedures
are usually classified according to the security triad of secrecy, transparency, and
availability [20, 10]. A security purpose is often linked to the appropriated mitigating
measures that seek to defend a CPS system defined by a particular system model
from an adversary.

The proposed model works so that the system is first trained on the dataset,
including the DDoS attack and ransomware components. The model examines if it
contains malware from DDoS or from Ransomware. When tested, we use trained
information or data set to provide the results on attack existence and what sort of
attack we offer the extracted characteristics of input. When the model identifies the
attacker node, it is removed via the BAIT technique from the network.The rest of the
paper could be written as follows: the second segment examines the related studies
that are relevant to the proposed technique. The recommended strategy, known as
a unique way of BRELU-ResNet based completely cyber-assault detection machine
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with BAIT-based approach for mitigation, is explained in section three. Section 4
depicts the findings and discussion for the suggested strategy, which is entirely based
on performance indicators. Finally, step five brings the paper to a close with destiny
work.

2. Literature review

Wang et al. [20] published a scenario-based two-stage sparse cyber-attack model for
smart grids with complete and partial network details in 2018. The proven cyber-
attacks were successfully detected, and a security mechanism based on interval state
estimation (ISE) was implemented in a novel way. The upper and lower limits of each
state variable were modeled as a dual optimization problem in this process, to max-
imize the function variable’s variance cycles. Furthermore, a popular deep learning
algorithm, the stacked auto-encoder (SAE), was utilized to collect nonlinear and non-
stationary features in electric load results. Such features were then used to increase
predictive performance for electric loads, resulting in state variables with a narrow
width. A parametric Gaussian distribution was used to represent the variance of
forecasting errors. Comprehensive studies on numerous IEEE benchmarks have been
used to show the validity of the current cyber-attack models and security mechanisms.

In 2019, Defu et al. [19] presented a machine learning-based attack detection model
for power systems that were trained using data and logs obtained by phasor measure-
ment units (PMUs). The findings demonstrate that the data processing method
could increase the model’s precision, and the AWV model could efficiently identify
37 different types of power grid behaviors. The feature development engineering was
completed, and the data was then sent to various machine learning models, with the
random forest being selected as AdaBoost’s simple classifier. Finally, various compar-
ison criteria were used to equate the proposed model to other ones. The experimental
findings show that this model can reach a 93.91 percent accuracy rate and a 93.6
percent identification rate, which is better than eight recently established techniques.

In 2020 Mariam et al. [11] established a recovery strategy for the optimal re-closure
of the trickled transmission lines. In specific, a framework for deep strengthening
learning (RL) has been created to enable the strategy to adapt the unpredictable
cyber-attack scenarios and to take decision-making capabilities in real-time. In this
context, an environment has been set up for simulating power system dynamics and
generating training data during the attack-recovery process. The profound RL strat-
egy to determine the optimal lock-up time was trained with this information. Numer-
ical outcomes demonstrate that the approach utilized would minimize cyber-attack
effects in different circumstances.

Integrity attacks on CPSs were studied by means of Mo and Sinopoli [8] in 2012
the usage of discrete linear time-invariant structures. The researchers were able to
characterise the available additives of the system kingdom and estimate the error
underneath attack a good way to verify the gadget’s resilience to integrity attacks.
Additionally they used an ellipsoidal approach to find the on hand set’s outer approx-
imations. But, in a few cases where the accessible set is unbounded, the attacker can
be capable of undermine the system.
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3. Methodology

3.1. Proposed model for Cyber-Attack Detection and Mitigation System.
Over the last few years, the increasing incidence of Cyber-Physical Systems (CPS)
attacks has increased concerns regarding industrial control machine cybersecurity.
ICS cybersecurity efforts today rely heavily on firewalls, statistics valves, and other
intrusion detection and prevention systems, which may not be enough to combat es-
calating cyber threats from persistent attackers. Previous research has developed a
framework for identifying assaults using a deep learning technique. Even though the
attack node in the network was detected, it was no longer deactivated. As a solution
to this challenge, an upgraded and effective adversary model will be presented. As a
result, this work presents a novel architecture for assault node mitigation based on
a unique class and encryption approach. Initially, the input data is divided into two
categories: training data (80 percentage) and testing data (20 percentage). The total
training data is initially pre-processed. The next step is to extract features from the
training dataset as input. The feature is tailored for determining the critical capa-
bilities utilizing TWMA in the 0.33 stage. The suggested BRELU-ResNet classifier
is then used to train the characteristic. The classifier divides the data into attack
and non-attack categories. If the data is attack data, use the BAIT technique to
record the Source IP Address into a secure log file. Following that, if the information
is updated regularly, the data are prepared for transmission. The records are first
encrypted using the ESHP-ECC method before being sent. Following that, using Eu-
clidean distance, the shortest route distance is estimated. The records are decrypted
using the DSHP-ECC method at the destination. During testing, the checking facts
are first checked in the Security Log File (SLF). If the source IP address of the data
is already known, the records are blocked or an assault is identified. The proposed
structure is depicted as a block diagram in Figure 1.

Figure 1. The framework for the proposed cyber-attack detection
and mitigation system (Jiang, Wang, Wang, and Wu, 2020) [8].
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3.2. Data Encryption Using ESHP-ECC. Elliptic-curve cryptography (ECC) is
a public-key cryptosystem based on the elliptic curve hypothesis, which is a secure
asymmetric encryption scheme used for data security. It generates public and pri-
vate keys for each user through the elliptic curve properties. These keys are then
used to encrypt and decrypt the data. In a conventional ECC technique, the keys
are generated randomly. So, the attackers may easily hack the key information. To
address the problem, the probability of ones and zeros are generated based on the ran-
domly generated key value. Also, the key values are converted into a hash value using
the secure hash method. Due to the alterations in the general ECC, the proposed
technique is called as Encrypted Secure Hash Probability-based Elliptic-curve cryp-
tography (ESHP-ECC) algorithm. The encryption process of ESHP-ECC is detailed
below,

- At first, the elliptic curve equation used for key generation is given by,

Y 2 = X3 + aX + b, (1)

where in (1), a, b denotes the integers.
- Then, a random number (η) is generated from ([1, n− 1]) and the probability of

ones and zeros of this random number is calculated, defined as the private key. After
that, the public key (ρ) is calculated as,

ρ = η ∗B. (2)

Here, B describes the point on the elliptic curve.
- Thereafter, these public and private keys are converted into a hash value using

a secure hashing method. Secure Hashing Algorithm (SHA) is a cryptographic hash
function that takes the keys as the input and produces a 160-bit (20-byte) hash value.
The private and public keys after hashing are represented as η and ρ accordingly.

- Consider, M be the message to be transmitted and it has the point Q on the
elliptic curve. Randomly select σ from [1, n − 1]. Two cyphertexts (C(1), C(2)) are
calculated using equations (3), (4),

C(1) = σ ∗B (3)

C(2) = Q+ σ ∗ ρ (4)

where, (C(1), C(2)) defines the encrypted message that is transmitted to the cloud
server through the shortest path.

3.3. Decryption through DSHP-ECC. The encrypted message in equation 4 is
decrypted using the below equation,

Q = C(2) − η ∗ C(1), (5)

where, Q specifies the original message.

4. Results

This section focuses on the specific findings of the suggested structure’s final con-
sequence. The exhibition inspection, such as the relative inquiry, is performed to
demonstrate the feasibility of the work. The suggested concept is carried out with
the use of MATLAB, and the open source UNSW- NB15 dataset is utilized for this
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work. These results focuses on the specific examination of the suggested structure’s fi-
nal consequence. The exhibition inspection, such as the relative inquiry, is performed
to demonstrate the feasibility of the work.

4.1. Performance analysis of the proposed BRELU-RESNET. The suggested
BRELU-ResNet is compared with existing methodologies such as CNN, ANN, Adap-
tive Network-based Fuzzy Inference System in terms of sensitivity, False positive rate
(FPR), accuracy, False negative rate (FNR), precision, recall, specificity, F-Measure,
and Matthews correlation coefficient (MCC) (ANFIS). The comparative analysis is
also done with the existing techniques to state the effectiveness of the model.

Table 1: Performance analysis of proposed BRELU-ResNet with respect to FPR,
FNR, and MCC.

Techniques FPR FNR MCC
Proposed BRELU-ResNet 22.46 1.66 77.38
CNN 36.38 2.19 66.24
ANN 41.16 4.22 51.12
ANFIS 55.58 2.83 50.6

Table 1 depicts the performance evaluation of the proposed BRELU-ResNet and
other existing techniques concerning FPR, FNR, and MCC. The lower value of FPR
and FNR efficiently discards the misclassification or miss-prediction error.

Figure 2. Comparative analysis of proposed BRELU-ResNet in
terms of FNR, FPR, and MCC

Figure 2 compares the evaluation metrics such as FNR, FPR, and MCC of the
proposed work with the existing works. The consequence of the model is determined
by the low value of FPR and FNR rates and the high value of MCC.
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5. Discussion

According to the results obtained in the previous section, the proposed method
achieves 22.46 percentage of FPR and 1.66 percentage of FNR values. But the av-
erage FPR and FNR values of the existing techniques are 44.37 percentage and 3.0
percentage respectively. Conversely, the higher MCC value denotes the robustness of
the model; here, the proposed method obtains 77.38 percentage of MCC, while the
existing techniques obtain the average MCC value of 55.98 percentage.

Hence, it is revealed that the proposed work is more reliable and outperforms the
existing approaches. In accordance with the significance of the model is resolute by
the FNR and FPR rates of the proposed work are low and the MCC rate achieved
by the proposed work is higher than the existing approaches. Hence, the proposed
method outperforms the other state-of-art methods and delivers better outcomes in
the cyber-attack detection process.

6. Conclusion

The research proposes a novel strategy for detecting and mitigating cyber-attacks
using a BRELU- ResNet -based system with aBAIT-based mechanism. This method
applied to a number of tasks involving the green detection of cyber-attacks. The
work goes through pre-processing, function extraction, function choosing, and cate-
gorization for intrusion detection. The categorization step effectively determines if
the facts are routine or malicious. The facts transfer operation begins if the records
are normal. The encryption and decryption techniques are carried out in accordance
with the SHP-ECC set of principles to ensure security. After that, the experimental
assessment is completed, in which the overall performance evaluation and comparison
analysis of the offered strategies are carried out in terms of a few overall perfor-
mance metrics with the goal of validating the proposed algorithm’s efficacy. The new
approach can deal with a variety of uncertainty and produce more promising out-
comes. The suggested technique achieves 22.46 percent of FPR, 1.66 percent of FNR,
and 77.38 percent of MCCusing publicly available datasets named the UNSW-NB 15
dataset. On average, the suggested cyber-assault detection system surpasses current
state-of-the-art technologies and remains more reliable and robust. The study will be
expanded in the future with a few sophisticated neural networks, as well as a focus
on unique sorts of practical assaults.
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