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Results on multi-layer age-structured diffusion

Caterina Cusulin

Abstract. In this paper we present a mathematical model describing the dynamics of an

age-structured population spreading in a one dimensional environment. Our model takes into
account two important features of the population: its spatial diffusion and its age structure.

We consider a population living in a one dimensional stratified environment composed of

layers. The vital rates are supposed to depend on the layer and on a significant variable
which represents a way of weighting the age distribution. The diffusion coefficients depend on

both the age and the layer. We suppose that there is no flux through the boundary of the
environment. Thus we have to deal with a system of nonlinear partial differential equations
with zero-flux condition on the boundary.

Under suitable assumptions, which are meaningful from a biological point of view, we prove
an existence theorem for the solution of this system, using a semigroup approach.

Moreover we give a brief overview on some other results on this kind of problems, in
particular we develop a method for finding the analytical solution of the problem in a particular
linear case.
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1. Introduction

In this paper we consider the modeling of an age-structured population living in
a one dimensional stratified environment composed of n layers. We suppose that the
vital rates depend on the population as a whole, through a significant variable which
represents a way of weighting the age distribution. Actually in this model fertility
and mortality at a point of the spatial domain depend upon all age classes (as in
the Gurtin MacCamy model) and upon the population in a space neighbourhood.
The diffusion coefficients depend on both the age and the layer, thus taking into
account possible interaction between age and space structure. The purpose of such a
framework is the description of natural population spreading in a stratified region such
as fish or plankton populations that live at different water levels or insect populations
that spread in a region that is fragmented and characterized by patches with very
different life conditions and diffusion coefficients. The mathematical formulation of
the problem falls within the theory of non-linear accretive operators and we provide a
general existence and uniqueness theorem for the model as a basis for further analysis.
Obviously it is important, from a biological point of view, to prove non-negativeness
of the solution.

We are also interested in finding an analytical solution for the problem and in con-
sidering what happens when the spatial structure changes, namely when the number
of layers increases, with an appropriate decrease of the depths of the layers.
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In section 2 we present the formulation of the model and in Section 3 to the
setting of the functional framework. For its analysis, in Section 4, we establish the
accretiveness of the operator involved in the problem and in Section 5 we obtain the
main result of existence. In Section 6 we briefly present some other results obtained
for the model. In particular we consider tha case of two layers and, under certain
assumptions on the vital rates, whose make the problem linear, we present the main
ideas of a method for finding the analytical solution of the problem. An extended
treatment of the problems and the results presented here will appear on [4] and on
the paper [5] in preparation.

2. Model formulation

We consider an age structured population spreading in a one dimensional domain
(y0, yn) partitioned into n layers (yj−1, yj) (j = 1, . . . , n). In each layer we describe
the population by a function pj(t, a, y) (a ∈ (0, a†), y ∈ (yj−1, yj), t ∈ (0, T )) that
denotes the age-space density of the population in the layer j. We denote by µ0(a)
the intrinsic mortality of the population (which is supposed to be the same in all the
layers), while µj(a, Sj(t, y)) will denote the extra-mortality in layer j depending upon
the ”size” Sj(t, y) defined as (j = 1, . . . , n)

Sj(t, y) =

∫ a†

0

∫ yj

yj−1

γj(a, y, z)pj(t, a, z)dzda, y ∈ (yj−1, yj). (1)

This variable is a weighted average of the population density operated with respect
to age and to the space variable over the whole age interval and the whole layer
respectively. Moreover we denote by βj(a, Sj(t, y)) the age specific fertility and we
supposed that it depends on the layer and on Sj(t, y). Finally, in order to describe
the diffusion process, we introduce the diffusion coefficients Kj(a) that depend on the
layer and on age and also consider a source fj(t, a, y) i.e. a population supply which
is supposed to be explicitly given.

We use the following notations for the domains and the boundaries:

Ω = (0, a†) × (y0, yn), Ωj = (0, a†) × (yj−1, yj),

Γ0 = {(0, y); y ∈ (y0, yn)}, Γa†
= {(a†, y); y ∈ (y0, yn)},

Γyj
= {(a, yj); a ∈ (0, a†)}, j = 0, . . . , n.

With these premises, we have that the behaviour of the population in each layer is
described by the following problem of Gurtin-MacCamy type (j = 1, . . . , n)

∂pj

∂t
+
∂pj

∂a
+ µ0(a)pj + µj(a, Sj(t, y))pj −Kj(a)

∂2pj

∂y2
= fj

in (0, T ) × Ωj ,

(2)

pj(t, 0, y) =

∫ a†

0

βj(a, Sj(t, y))pj(t, a, y)da in (0, T ) × (yj−1, yj), (3)

pj(0, a, y) = pj0(a, y) in Ωj , (4)

where the boundary condition (3) at age a = 0 is the renewal condition giving the
newborns rate and pj0 is a given initial datum. Moreover, we have to impose the
continuity of the density and of the flux at the interface between two layers, namely
we have the following conditions for j = 1, . . . , n− 1,

pj = pj+1 on (0, T ) × Γyj
, (5)
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Kj(a)
∂pj

∂y
= Kj+1(a)

∂pj+1

∂y
on (0, T ) × Γyj

. (6)

Finally we assume that the population does not go through the boundary and then
we impose the following boundary conditions

K1(a)
∂p1

∂y
= 0 on (0, T ) × Γy0

, (7)

Kn(a)
∂pn

∂y
= 0 on (0, T ) × Γyn

. (8)

Concerning the mathematical conditions on the problem we shall consider some
meaningful assumptions in the context of population dynamics with spatial diffusion.
First we assume that the intrinsic mortality µ0 satisfies the following assumptions

µ0(·) ∈ L1
loc([0, a†)),

µ0(a) ≥ 0 a. e. in [0, a†],

∫ ∞

0

µ0(a) da = +∞.
(9)

which are standard in the theory of age structured population dynamics. In particular
these conditions guarantee that the survival probability

Π0(a) = e−
R

a

0
µ0(σ)dσ (10)

vanishes at the maximum age a†.
Concerning fertility and mortality, we assume that the functions βj(a, x) and

µj(a, x) are measurable and locally Lipschitz functions on R in the variable x, uni-
formly with respect to age , i.e., there exist Lµ(R) > 0 and Lβ(R) > 0, such that as
|x| ≤ R and |x̄| ≤ R we have

|βj(a, x) − βj(a, x̄)| ≤ Lβ(R) |x− x̄| , (11)

|µj(a, x) − µj(a, x̄)| ≤ Lµ(R) |x− x̄| . (12)

We also consider, as reliable, that fertility and mortality and the weight function are
non-negative, and the fertility and the weight function γj are essentially bounded

0 ≤ βj(a, x) ≤ β+, (13)

0 ≤ µj(a, x) with µj(a, 0) = 0 (14)

and

γj ∈ L∞(Ω × (y0, yn)), γj(a, y, z) ≥ 0. (15)

Finally we impose the following conditions on the diffusion coefficients

Kj(·) ∈ L∞(0, a†) and Kj(a) ≥ K0 > 0. (16)

Before starting with the treatment of the problem we perform a change of variables
that introduces a slight simplification of the problem. Namely we introduce the
function replacements (see (10))

pj(t, a, y) = p̃j(t, a, y)Π0(a), (17)

S̃j(t, y) =

∫ a+

0

∫ yj

yj−1

γ̃j(a, y, z)p̃j(t, a, z)dzda, (18)

β̃j(a, S̃j(t, y)) = βj(a, S̃j(t, y))Π0(a), (19)

γ̃j(a, y, z) = γj(a, y, z)Π0(a), (20)

p̃j0(a, y) =
pj0(a, y)

Π0(a)
, (21)
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f̃j(t, a, y) =
fj(t, a, y)

Π0(a)
, (22)

µ̃j(a, S̃j(t, y)) = µj(a, S̃j(t, y)), (23)

which transform the system into the next one for the unknowns p̃j(t, a, y). However,
for the writing simplicity we shall no longer indicate the ∼ symbol, but we keep in
mind that in the next form we refer to the functions defined by (17)-(23).

Hence, the new system we shall deal with is composed of the equations

∂pj

∂t
+
∂pj

∂a
+ µj(a, Sj(t, y))pj −Kj(a)

∂2pj

∂y2
= fj in (0, T ) × Ωj (24)

that replace (2) while the initial and the boundary conditions read exactly like (3)-(8).

3. Functional setting of the problem

Here we want to set up a functional framework for problem (24), (3)-(8), in order
to treat the existence results that will be proved in the next section. To this purpose
we define the following functions on (0, T ) × Ω

p(t, a, y) =





p1(t, a, y), y ∈ (y0, y1),
. . .

pn(t, a, y), y ∈ (yn−1, yn),
(25)

S(t, y) =





S1(t, y), y ∈ (y0, y1),
. . .

Sn(t, y), y ∈ (yn−1, yn),
(26)

β(a, y, x) =





β1(a, x), y ∈ (y0, y1),
. . .

βn(a, x), y ∈ (yn−1, yn),
(27)

µ(a, y, x) =





µ1(a, x), y ∈ (y0, y1),
. . .

µn(a, x), y ∈ (yn−1, yn),
(28)

γ(a, y, z) =





γ1(a, y, z), y, z ∈ (y0, y1),
. . .

γn(a, y, z), y, z ∈ (yn−1, yn),

0 elsewhere

(29)

K(a, y) =





K1(a), y ∈ (y0, y1),
. . .

Kn(a), y ∈ (yn−1, yn),
(30)

and

p0(a, y); f(t, a, y) =





p10(a, y); f1(t, a, y), y ∈ (y0, y1),
. . .

pn0(a, y); fn(t, a, y), y ∈ (yn−1, yn).
(31)

It should be specified that S(t, y) can be rewritten as

S(t, y) =

∫

Ω

γ(a, y, z)p(t, a, z)dzda. (32)
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We now consider the spaces V = H1(y0, yn), V ′ its dual, H = L2(y0, yn) and
HΩ = L2(Ω) and we define the operator A : D(A) ⊂ HΩ → HΩ by

(Au,ψ)HΩ
=

∫

Ω

(uaψ + µ(a, y, S(y))uψ +K(a, y)uyψy)dady, ∀ψ ∈ L2(0, a†;V ),

(33)
where

S(y) =

∫

Ω

γ(a, y, z)u(a, z)dzda, (34)

and

D(A) =

{
u ∈ L2(0, a†;V ), ua ∈ L2(0, a†;V

′),

u(0, y) =

∫ a†

0

β(a, y, S(y))u(a, y)da, Au ∈ HΩ

}
.

(35)

Everywhere in the following we shall use the standard notation for the Sobolev

spaces on Ω or on (y0, yn). Moreover W 1,p(0, T ;HΩ) =
{
u ∈ Lp(0, T ;HΩ);

du

dt
∈

Lp(0, T ;HΩ)
}

, where
du

dt
is in the sense of distributions and 1 ≤ p ≤ ∞. Recall (see

e. g. [1]) that any u ∈W 1,p(0, T ;HΩ) is absolutely continuous on [0, T ] and
du

dt
exists

a. e. on (0, T ). We may notice that u at a = 0 makes sense, since u ∈ L2(0, a†;V )
and ua ∈ L2(0, a†;V

′) implies u ∈ C([0, a†];H). We also specify that (·, ·)HΩ
means

the scalar product in HΩ.
So, we are led to the Cauchy problem

dp

dt
+Ap = f a.e. t ∈ (0, T ), (36)

p(0) = p0. (37)

Henceforth, for the writing simplicity, we shall not indicate the function arguments
in the integrands.

It is not difficult to prove that if p is a strong solution (see definition in [1]) to
(36)-(37) then it satisfies (24), (3)-(8) in the sense of distributions.

4. The m-accretiveness of the operator A

In order to prove existence of a solution to problem (36)-(37), we are going to show
the quasi m-accretiveness of the operator A. We first note that the assumptions (11)
-(16) imply the same properties for the newly defined functions (27)-(30). Namely for
|x| ≤ R and |x̄| ≤ R, we have that,

|β(a, y, x) − β(a, y, x̄)| ≤ Lβ(R) |x− x̄| , (38)

|µ(a, y, x) − µ(a, y, x̄)| ≤ Lµ(R) |x− x̄| , (39)

and, for any x ∈ R

0 ≤ β(a, y, x) ≤ β+, (40)

0 ≤ µ(a, y, x) with µ(a, y, 0) = 0, (41)

0 ≤ γ(a, y, z) ≤ γ∞, (42)

K(a, y) ≥ K0, (43)

where γ∞
def.
= max

j=1,...,n
{‖γj‖L∞(Ωj)

} and Lµ(R), Lβ(R), β+, K0 are the same as before.
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Let us consider the following functions

u 7→ E(u) ≡ µ(a, y, S(y))u(a, y) (44)

and

u 7→ F (u) ≡ β(a, y, S(y))u(a, y) (45)

which, under the conditions (38) and (39), are locally Lipschitz continuous from the
space HΩ to HΩ, i. e. for any R > 0 there exist M(R) and B(R) such that if
‖u‖HΩ

≤ R and ‖ū‖HΩ
≤ R, then

‖E(u) − E(ū)‖HΩ
≤ M(R) ‖u− ū‖HΩ

, (46)

‖F (u) − F (ū)‖HΩ
≤ B(R) ‖u− ū‖HΩ

, (47)

(see Lemma 1 in [4] for a complete proof).
We note however that the proof of quasi m-accretiveness of A essentially works

under the hypotheses that E and F are Lipschitz continuous on HΩ. Consequently,
in Section 5 we will prove existence of a solution to problem (36)-(37), under the
hypothesis that E and F are Lipschitz continuous functions on HΩ. After then, in
Theorem 5.2, we will apply a method presented in [2] in order to treat the case of E
and F locally Lipschitz continuous.

We first prove the quasi-accretiveness.

Lemma 4.1. Assume (11)-(16) and suppose that E and F are globally Lipschitz
continuous functions, i. e. there exist constants M > 0 and B > 0 such that for
u, ū ∈ HΩ

‖E(u) − E(ū)‖HΩ
≤M ‖u− ū‖HΩ

, (48)

‖F (u) − F (ū)‖HΩ
≤ B ‖u− ū‖HΩ

. (49)

Then, the operator A is quasi accretive on HΩ.

Proof. Let u, ū ∈ D(A), then, using (48) and (49), we have

((λI +A)u− (λI +A)ū, u− ū)HΩ
= λ ‖u− ū‖2

HΩ

+

∫

Ω

{(ua − ūa)(u− ū) + (E(u) − E(ū))(u− ū)}dyda

+

∫

Ω

K(a, y)(uy − ūy)2dyda ≥

≥ λ ‖u− ū‖2
HΩ

+
1

2

∫ yn

y0

(u− ū)2
∣∣
a=a†

dy − 1

2

∫ yn

y0

(u− ū)2
∣∣
a=0

dy

−
∣∣∣∣
∫

Ω

(E(u) − E(ū))(u− ū)dyda

∣∣∣∣+K0 ‖uy − ūy‖2
HΩ

≥

≥
(
λ− B2a†

2
−M

)
‖u− ū‖2

HΩ
+K0 ‖uy − ūy‖2

HΩ
≥ 0

for λ large enough, λ ≥ B2a†

2
+M . �

The following lemma states m-accretiveness

Lemma 4.2. Assume the same conditions as in Lemma 4.1. Then A is quasi m-
accretive on HΩ.
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Proof. Since A is quasi accretive, it remains to show that

Range (λI +A) = HΩ (50)

for λ sufficiently large, i.e., for any f ∈ HΩ we should find u ∈ L2(0, a†;V ) with
ua ∈ L2(0, a†;V

′) such that:

λu+Au = f, (51)

u(0, y) =

∫ a†

0

F (u)(a, y)da. (52)

To come to this end we study the associated Cauchy problem

ua + (λI +AV (a))u = f − E(ω), (53)

u(0, y) =

∫ a†

0

F (ω)(a, y)da (54)

where ω ∈ HΩ is fixed and AV (a) : V → V ′ is defined by

< AV (a)v, ψ >V ′,V =

∫

Ω

K(a, y)vyψydy, ∀ψ ∈ V.

One can prove that the linear operator λI +AV (a) is coercive and bounded. Since
AV depends on a and it is continuous, the function a 7→ AV (a)v is also measurable
from [0, a†] to V ′.

Moreover, for ω fixed in HΩ, one has that u(0, ·) ∈ H and f − E(ω) ∈ HΩ ≡
L2(0, a†;H); so that the hypotheses of Lions theorem (see [6]) are verified and we can
conclude that the Cauchy problem (53)-(54) has a unique solution u ∈ L2(0, a†;V ), ua ∈
L2(0, a†;V

′).
Now it remains to prove that the mapping P : HΩ → HΩ, that associates to

ω ∈ HΩ the corresponding solution u to the problem (53)-(54), is a contraction on
HΩ for λ sufficiently large.

Using (54) and the fact that E and F are Lipschitz continuous, we have, for u and
u solutions corresponding to ω and ω,

λ ‖u− ū‖2
HΩ

≤
(
B2a† +

M2

λ

)
‖ω − ω̄‖2

HΩ
.

This means that for λ sufficiently large the function P(·) is a contraction on HΩ, so
that the equation u = P(u) has a solution. Consequently (51)-(52) has a solution
u ∈ L2(0, a†;V ), with ua ∈ L2(0, a†;V

′) and since f ∈ HΩ we still obtain that
Au = f − λu ∈ HΩ, proving that u ∈ D(A). Thus it follows that A is m-accretive in
HΩ. �

Now we are ready to discuss existence of a solution for problem (36)-(37).

5. Existence and properties of the solution

The previous Section is the main step for the analysis of Problem (36)-(37). Ac-
tually the first step is to prove existence results and the properties of the solution,
under global Lipschitz conditions. These results are formulated and proved in the
following theorem

Theorem 5.1. Assume (11)-(16) and (48)-(49) and let

f ∈W 1,1(0, T ;HΩ), (55)

p0 ∈ D(A). (56)
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Then the problem (36)-(37) has a unique strong solution p ∈ C([0, T ];HΩ)

p ∈W 1,∞(0, T ;HΩ) ∩ L∞(0, T ;D(A)) (57)

which satisfies the estimates

‖p(t) − p̄(t)‖2
HΩ

≤
(
‖p0 − p̄0‖2

HΩ
+

∫ T

0

∥∥f(τ) − f̄(τ)
∥∥2

HΩ

dτ

)
eα0t, (58)

‖p(t)‖2
HΩ

+

∫ t

0

‖p(τ, a†)‖2
H +

∫ t

0

∫ a†

0

‖p(τ, a)‖2
V dτda ≤

(59)

≤ 1

Kmin

(
‖p0‖2

HΩ
+

∫ T

0

‖f(τ)‖2
HΩ

dτ

)
exp[(β2

+a† + 2)t] <∞,

for any t ∈ [0, T ], where α0 = (B2a† + 2M + 1) and Kmin = min(1,K0).

Proof. The first part and (57) follow immediately from the fundamental results con-
cerning the existence for evolution equations with m-accretive operators in Hilbert
spaces (see e.g. [1]). Also estimate (58) is a direct consequence of quasi-accretiveness.
In fact, let us consider two solutions p and p̄ corresponding to the initial data p0, f

and respectively p̄0, f̄ and multiply the equation

d

dt
(p− p̄) +Ap−Ap̄ = f − f̄

by (p− p̄) to obtain

d

dt
‖p(t) − p̄(t)‖2

HΩ
+2 (Ap(t) −Ap̄(t), p(t) − p̄(t))HΩ

= 2
(
f(t) − f̄(t), p(t) − p̄(t)

)
HΩ

.

Then, using quasi-accretiveness of A with λ =
B2a†

2
+ M (see Lemma 4.1) and

integrating over (0, t) for t ∈ [0, T ], we get

‖p(t) − p̄(t)‖2
HΩ

≤ ‖p0 − p̄0‖2
HΩ

+

+α0

∫ t

0

‖p(τ) − p̄(τ)‖2
HΩ

dτ +

∫ t

0

∥∥f(τ) − f̄(τ)
∥∥2

HΩ

dτ

and, applying Gronwall’s lemma, we obtain (58).
In order to obtain the estimate (59), that is actually independent of the Lipschitz

constants B and M , we multiply (36) by p, we integrate over (0, t) and we use an
estimate for (Au, u)HΩ

which can be obtained using (13), (14) and (16), then we get

‖p(t)‖2
HΩ

+

∫ t

0

‖p(τ)(a†)‖2
H dτ +K0

∫ t

0

∫ a†

0

‖py(τ)(a)‖2
H dadτ +

∫ t

0

‖p(τ)‖2
HΩ

dτ ≤

≤ ‖p0‖2
HΩ

+

∫ t

0

‖f(τ)‖2
HΩ

dτ + (β2
+a† + 2)

∫ t

0

‖p(τ)‖2
HΩ

dτ.

Then, first by Gronwall’s lemma we obtain that for any 0 ≤ t ≤ T <∞

‖p(t)‖2
HΩ

≤
(
‖p0‖2

HΩ
+

∫ t

0

‖f(τ)‖2
HΩ

dτ

)
exp[(β2

+a† + 2)t] <∞,

and, using this in the previous inequality, we have
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Kmin

(
‖p(t)‖2

HΩ
+

∫ t

0

‖p(τ)(a†)‖2
H +

∫ t

0

∫ a†

0

‖p(τ)(a)‖2
V dτda

)
≤

≤
(
‖p0‖2

HΩ
+

∫ t

0

‖f(τ)‖2
HΩ

dτ

)
exp[(β2

+a† + 2)t],

where Kmin = min(1,K0). This implies (59) as claimed, thereby completing the
proof. �

For a later use, it is useful to notice that pa ∈ L∞(0, T ;L2(0, a†;V
′)).

A further result concerns non-negativeness of the solution, according with the bi-
ological meaning of the problem.

Lemma 5.1. Assume the conditions of Theorem 5.1 and

f ≥ 0 a.e. in (0, T ) × Ω, (60)

p0 ≥ 0 a.e. in Ω. (61)

Then the solution p to problem (36)-(37) satisfies

p(t) ≥ 0 a.e. in Ω for each t ∈ [0, T ]. (62)

Proof. Under the assumptions of Theorem 5.1 there exists a solution to problem (36)-
(37) with the properties specified in (57)-(59). We have to show that the negative
part of this solution p−(t) = 0 a.e. in Ω for each t ∈ [0, T ].

We multiply equation (36) by p−(τ) and integrate over (0, t)×Ω, for any t ∈ [0, T ].
We have, by Stampacchia’s lemma that

−1

2

∫ t

0

∫

Ω

∂(p−)2

∂τ
(τ, a, y)dydadτ − 1

2

∫ t

0

∫ yn

y0

(p−)2(τ, a†, y)dydτ

−
∫ t

0

∫

Ω

K(a, y)(p−y )2(τ, a, y)dydadτ = −1

2

∫ t

0

∫ yn

y0

(p−)2(τ, 0, y)dydτ

+

∫ t

0

∫

Ω

µ(a, y, S(y))(p−)2(τ, a, y)dydadτ +

∫ t

0

∫

Ω

f(τ)(a, y)p−(τ, a, y)dydadτ.

Then we obtain, that

1

2

∥∥p−(t)
∥∥2

HΩ

− 1

2

∥∥p−(0))
∥∥2

HΩ

≤ 1

2

∫ t

0

∫ yn

y0

(p−)2(τ, 0, y)dτdy ≤

≤ β2
+a†

2

∫ t

0

∥∥p−(τ)
∥∥2

HΩ

dτ.

where we used (13), (14) and (60). We have to specify that in the above calculations
we took into account that if φ(t) = φ1(t) − φ2(t), with φ1(t) ≥ 0 and φ2(t) ≥ 0, then
it follows that φ−(t) ≤ φ2(t).

Hence, since we can write

p(τ, 0, y) =

∫ a†

0

β(a, y, S(τ, y))p+(τ, a, y)da−
∫ a†

0

β(a, y, S(τ, y))p−(τ, a, y)da,

and β(a, y, S(t, y)) ≥ 0; we have

p−(τ, 0, y) ≤
∫ a†

0

β(a, y, S)p−(τ, a, y)da ≤ β+

∫ a†

0

p−(τ, a, y)da ≤

≤ β+
√
a†

(∫ a†

0

(p−)2(τ, a, y)da

)1/2
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and consequently we get
∫ t

0

∫ yn

y0

(p−)2(τ, 0, y)dydτ ≤ β2
+a†

∫ t

0

∥∥p−(τ)
∥∥2

HΩ

dτ.

Applying Gronwall’s lemma and using (61) we finally conclude that ‖p−(t)‖2
HΩ

= 0,

∀t ∈ [0, T ], hence p(t) ≥ 0 a.e. on Ω for each t ∈ [0, T ]. �

Once finished this basic part, we can pass to the existence proof under the main
assumptions specified before by (11)-(16). In fact we may use Theorem 5.1, in par-
ticular estimate (59) which is independent of the Lipschitz constants M and B. We
have

Theorem 5.2. Assume the conditions (11)-(16) and (55)-(56). Then the problem
(36)-(37) has a unique strong solution p ∈ C([0, T ];HΩ) such that

p ∈W 1,∞(0, T ;HΩ) ∩ L∞(0, T ;D(A)).

and

‖p(t)‖2
HΩ

≤ 1

Kmin

(
‖p0‖2

HΩ
+

∫ t

0

‖f(τ)‖2
HΩ

dτ

)
exp[(β2

+a† + 2)t].

Proof. We have already noticed that, by the assumption of the theorem, we have
(38)-(43). Moreover we know that, the functions (44) and (45) are locally Lipschitz
from HΩ to HΩ. We shall reduce the problem to the previous case for which these
functions are Lipschitz continuous. To this end we shall approximate E(·) and F (·)
(see [2]) for each N ≥ 1 setting

EN (u) =





E(u) for ‖u‖HΩ
≤ N

E

(
Nu

‖u‖HΩ

)
for ‖u‖HΩ

> N
(63)

and

FN (u) =





F (u) for ‖u‖HΩ
≤ N

F

(
Nu

‖u‖HΩ

)
for ‖u‖HΩ

> N
(64)

Actually these truncated functions are Lipschitz continuous on HΩ (for each N fixed).
Therefore, we consider the approximating problem

dpN

dt
+ANpN = f, (65)

pN (0) = p0, (66)

where AN is defined by (33)-(35) in which E(·) and F (·) are replaced by EN (·) and
FN (·) respectively. Since for each N, the assumptions of Theorem 5.1 are fulfilled, we
find that for f ∈ W 1,1(0, T ;HΩ) and p0 ∈ HΩ problem (65)-(66) has, for each N, a
solution

pN ∈ C([0, T ];HΩ) ∩ L∞(0, T ;V ), (pN )a ∈ L∞(0, T ;V ′), (67)

pN (t, 0, y) =

∫ a†

0

βN (a, y, SN (t, y))pN (t, a, y)da, ANpN ∈ HΩ. (68)

This solution satisfies (59) which is independent of N . Namely, for each T we have

‖pN (t)‖2
HΩ

≤ R for t ∈ [0, T ]
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with

R =
1

Kmin

(
‖p0‖2

HΩ
+

∫ T

0

‖f(τ)‖2
HΩ

dτ

)
exp[(β2

+a† + 2)T ] <∞ (69)

independent of N . In conclusion, for N sufficiently large, N > R, we get that

ANpN (t) = ApN (t), pN (t, 0, y) =

∫ a†

0

F (pN (t))(a, y)da,

so that pN (t) is actually a solution to problem (36)-(37).
To prove the uniqueness we consider that there exist two solutions p and p̄ cor-

responding to the same data f and p0. Then, by the previous proof we have that
if

N > sup
t∈[0,T ]

‖p(t)‖HΩ
+ sup

t∈[0,T ]

‖p̄(t)‖HΩ
,

then p(t) = pN (t) and p̄(t) = pN (t), where pN is the solution to (65)-(66). This proves
that the solution is unique.

Finally, estimate (5.2) is a direct consequence of (69). �

6. Analytical solution in the two layer linear case

In this section we present a particular case of the model presented in Section 2,
namely we consider the case of two layers of the same thickness h with y0 = 0 and
then y1 = h and y2 = 2h, moreover we suppose that fertility and mortality are the
same in the two layers and they are functions of age only. Finally we suppose that
the diffusion coefficients K1 and K2 do not depend on age. Thus we have to deal with
the following linear problem (j = 1, 2)

∂pj

∂t
(t, a, y) +

∂pj

∂a
(t, a, y) + µ(a)pj(t, a, y) −Kj

∂2pj

∂y2
(t, a, y) = 0, (70)

pj(0, a, y) = pj0(a, y), (71)

pj(t, 0, y) =

∫ ∞

0

β(a)pj(t, a, y) da, (72)

∂p1

∂y
(t, a, 0) = 0,

∂p2

∂y
(t, a, 2h) = 0, (73)

K1
∂p1

∂y
(t, a, h−) = K2

∂p2

∂y
(t, a, h+), (74)

p1(t, a, h
−) = p2(t, a, h

+). (75)

In order to treat this problem, first of all we introduce the usual semplification by

replacing pj(t, a, y) = p̃j(t, a, y)Π(a) with Π(a) = e−
R

a

0
µ(s)ds. Thus problem (70)-(75)

becomes the following one for the functions p̃j , however we do not indicate the symbol
∼ in order to simplify the notation,

∂pj

∂t
(t, a, y) +

∂pj

∂a
(t, a, y) −Kj

∂2pj

∂y2
(t, a, y) = 0, (76)

pj(0, a, y) = pj0(a, y), (77)

pj(t, 0, y) =

∫ ∞

0

m(a)pj(t, a, y) da, (78)
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Π(a)
∂p1

∂y
(t, a, 0) = 0, Π(a)

∂p2

∂y
(t, a, 2h) = 0, (79)

K1Π(a)
∂p1

∂y
(t, a, h−) = K2Π(a)

∂p2

∂y
(t, a, h+), (80)

p1(t, a, h
−) = p2(t, a, h

+), (81)

where m(a) is the maternity function m(a) = β(a)Π(a).
In order to study problem (76)-(81) we consider the corresponding problem for the

Laplace transforms of the functions pj(t, a, y) with respect to the variable t, namely
define

uj(λ, a, y) =

∫ ∞

0

e−λσpj(σ, a, y) da,

the problem for uj turns out to be

λuj(λ, a, y) +
∂uj

∂a
(λ, a, y) −Kj

∂2uj

∂y2
(λ, a, y) = pj0(a, y), j = 1, 2, (82)

uj(λ, 0, y) =

∫ ∞

0

m(a)uj(λ, a, y) da, j = 1, 2, (83)

K1Π(a)
∂u1

∂y
(λ, a, h−) = K2Π(a)

∂u2

∂y
(λ, a, h+), (84)

u1(λ, a, h
−) = u2(λ, a, h

+). (85)

The idea is to study the problem in the single layer. First of all we introduce a new
variable q(λ, a), representing the flux at the interface between the two layers rescaled
by the survival probability, namely

q(λ, a) = K1Π(a)
∂u1

∂y
(λ, a, h−) = K2Π(a)

∂u2

∂y
(λ, a, h+).

One solves analytically the problem (82)-(85) by looking for

u1(λ, a, y) = U1(λ, a, y) +
y2

2h

q(λ, a)

K1Π(a)

u2(λ, a, y) = U2(λ, a, y) −
(y − 2h)2

2h

q(λ, a)

K2Π(a)

where U1 (respectively U2) is the solution of the problem in the first (respectively the
second) layer with homogeneous boundary conditions. These homogeneous boundary
problems can be solved via Fourier expansion. After obtaining the representations for
U1 and U2, one obtains expressions for u1 and u2, which explicitely depend on the
new variable q, via the following function

w(λ, a) =
∂

∂a

(
q(λ, a)

K1Π(a)

)
+ λ

q(λ, a)

K1Π(a)
.

Once obtained these expressions we have to impose the continuity condition of the
solution on the boundary between the two layers, i. e. condition (85). Thus it turns
out that w(λ, a) has to solve an integral equation containing both a Volterra-type
term and a Fredholm-type term, namely

∫ a

0

V (λ, a− τ)w(λ, τ) dτ +

∫ ∞

0

F (λ, a, τ)w(λ, τ) dτ = H(λ, a), (86)
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where

V (λ, α) = he−λα

[
1

6

(
1 +

K1

K2

)

− 2

π2




∞∑

n=1

e−
n2π2

h2
K1α

n2
+
K1

K2

∞∑

n=1

e−
n2π2

h2
K2α

n2




 ,

(87)

F (λ, a, τ) = he−λa

[
1

6

(
1 +

K1

K2

)
γ(λ, τ)

− 2

π2




∞∑

n=1

e−
n2π2

h2
K1a

n2
γ

(n)
1 (λ, τ)

+
K1

K2

∞∑

n=1

e−
n2π2

h2
K2a

n2
γ

(n)
2 (λ, τ)




 ,

(88)

and

H(λ, a) =

√
2

h
e−λa

[∫ a

0

eλτ
∞∑

n=0

(
e−

n2π2

h2
K2(a−τ)p

(n)
20 (τ)

−(−1)ne−
n2π2

h2
K1(a−τ)p

(n)
10 (τ)

)
dτ

+

∫ ∞

0

∞∑

n=0

(
e−

n2π2

h2
K2aγ

(n)
2 (λ, τ)p

(n)
20 (τ)

−(−1)ne−
n2π2

h2
K1aγ

(n)
1 (λ, τ)p

(n)
10 (τ)

)
dτ
]
.

(89)

where γ(λ, τ), γ
(n)
1 (λ, τ), γ

(n)
2 (λ, τ) are known functions depending on the maternity

function m.
The integral equation (86) is then the key ingredient for the analytical solution of

problem (70)-(75), in fact once we have the function w we can come back to u1 and
u2 and then to p1 and p2.

Moreover we may notice that the rappresentation in terms of w, which is the
solution of a Volterra integral equation, points out the fact that the age-structure is
strictly related to a delay.
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