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Fading Random Evolution on a Complex Plane

IGOR SAMOILENKO

ABSTRACT. The article explores a generalization of the Goldstein-Kac model, specifically a
model of random evolution on a complex plane, with the velocity that decreases over time.
This process simulates the motion of a particle in a force field, among other phenomena. Limit
theorems describing the distribution of the absorbing point for this process have been derived.
Additionally, nonlinear integral equations for functionals of the process have been obtained,
and the existence and uniqueness of their solutions have been proven.
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1. Introduction

In our recent work [19] we discussed a random evolution (random flight) on a complex
plane

t
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0

where z + iy is the starting point, v > 0 is the constant velocity of movement, ¢ (s)
is the Markov chain that takes values in {0, 1} and has the infinitesimal matrix

-1 1
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and initial distribution P{¢}(0) = 0} = p, P{{}(0) = 1} = ¢, = p — ¢. We showed
that U;(t, z) — the functionals from the process y;:?(t) of the form

U(t,2) = E, f <z + i+ 1) /Ot(1)<?<8>ds> ,
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j € {0,1} is the state of the process (}(s) at the moment of time s = 0 satisfy a
Schrédinger-type equation

02U OU . ,0%U
W + QAE = 2 w7
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U(0,2) = f(2), 5 U(t, 2)|t=0 = ro(1 +19) f'(2),

ot

and proposed a method for solving such an equation for complex-analytic initial con-
ditions.

This model is a generalization of original model described in [4] by M.Kac and
is just one of many models exploring similar processes in multidimensional spaces.
Corresponding results are mostly devoted to discussion of convergence of the process
studied to the Wiener process, also description of corresponding equations and solving
them for some well posed models ([2], [5] — [8], [L0] — [18] and many others).

The main problem is that the methods for solving equations proposed there can
not be applied for any model as soon as they are, as a rule, strictly connected with
the structure of the corresponding equation. In the article [20] we proposed to change
the approach, namely to solve a well posed Cauchy problem instead of a well posed
equation.

Moreover, we aim to focus on models grounded in physics. Specifically, the afore-
mentioned approach provides a pathway for creating simulations of physical processes
defined by the Schrédinger equation based on the Goldstein-Kac model, which is rel-
atively simple to implement. Additionally, our results make it possible to search for
solutions to Schrodinger-type equations in the form of series with any desired accu-
racy. Possible applications of such models in physics, including the methods presented
in [20], may be found in a recent article [3], published in Annals of Physics.

The model presented in this work builds on these ideas and specifically addresses
the behaviour of random evolution on a complex plane in the case where a physical
particle moves in a force field that ”attracts” the particle, reducing its speed at each
step. We can define the fading evolution as follows:

t

AU(F) = 7 4 vi” /(m)fv*(s)ds, z€Cac(0,1).

T,z

0

Here N*(s) is the Poisson process with intensity A that takes values {0,1,2,...},
parameter r € {0,1,2,3} defines initial direction of the process. If r = 0 we start to
the positive direction of real line (Re+); r = 1 — positive direction of imaginary line
(Im+); r = 2 — negative direction of real line (Re—); r = 3 — negative direction of
imaginary line (Im—).

A key distinction of this model from all those mentioned above is the ability to
examine its behavior as time approaches infinity. The other models mentioned, with
probability 1, remain within a region (the shape of which is determined by the process
structure; see, for example, [2], [10] — [14]) whose boundary linearly depends on ¢ and
therefore also tends toward infinity. In the case of our model, there exists a point
where the process ”freezes” and the position distribution of this point can be explicitly
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calculated if the process is represented as an infinite random series:

o0

r):’zv(oo) =z+iv Z(ia)ka,

k=0

where 7 are random time intervals with identical exponential distribution. The
second section of the article is dedicated to this question.

The complexity of this model lies in the fact that we cannot apply the classical
approach to analysing functionals of the process, namely writing the backward Kol-
mogorov equations, deriving the corresponding higher-order equation, and finding its
solutions. Instead, it is proposed to use the relevant non-linear integral equations,
presented in the third section of the article.

This raises the question of the existence and uniqueness of their solution, which is
examined in the last section. It is shown that the obtained equations can indeed be
solved, for instance, by using the method of successive approximations.

2. Distribution of absorbing point

First, we will prove an auxiliary result which, however, is of independent interest,
as it provides information about convolutions of functions that often arise in various
problems as distributions of random variables.

Lemma 2.1. If a distribution function satisfies the equation
F(z) = )\/ e MF (22) du,z > 0 (1)
0

then the following expansion holds true:

oo 7 nk
.z a
F(l‘) =1 871 67)\3c + (—1)]6 an’ H 71 — a"k s (2)
j=1 k=1

nk

here s = 143772, (=1) 2

1—an®"
Remark 2.1. If we put ¢ = a%, then

— 1 1
8—1—6_71+m—...,

thus s = Z;io(—l)”g:: = 190(0; —1;¢), where (¢)gn = (1 —¢)(1 —cq)...(1 —

cq");+ @s(5 G ) s a basic hypergeometric series [1].

Proof. Obviously, F(0) = 0. We are looking for F(x) in the form:

Az Az

F(z) =14 aje ™ + ase” ™ +age a4 +ane o+ ... (3)
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Substituting this expression into the right-hand side of equation (1), we get

C —Azow) — e ——5T
Flz)y=X] e l+aje” =™ 4age o 4 ---dape " 4+ | du
0

_ Az 2 Az n2
- aja"e” " [ (1—a"e aza™ e an (=a")ax
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T ) in the le rt with its expression (3) an u ec ients:
Let’s replace F’ the left part with its ess 3) and equate the coefficient
2
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at e Ta; = 1+1—an+1,an2+""
Az n
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Substituting a;,7 > 1 into the first equality we get:

aja” aa™
1 1
-1 _
R (RSP T e B
thus
n n+n2
a |1- 2 4 a4 =

S 1—ar (1—am)(1—a™)
We denote the sum of the convergent series in square brackets by s. Then

ay = ——;
S

an

s(1— a");
B an+n2 '
s(1—am)(1 —am*)’

an+n2+...+n"71
Cs(l—am)(1—a) . (1—ah)
Thus, the distribution function satisfying equation (1) has the form

ag =

az =

Ap =

2
a™ P a™tn _ a
e " + e o — . ..,

F :1_ —1 7)\:6_
(z) e 1—an (1—am)(1 - a™)

x> 0. O

Now let us examine fading evolution ﬁ"g’(oo) for the case r = 0, namely

((o0) =2+ Z(ia)km.
k=0
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We may present ((o0) =

=z 41y + v + aivr; — a?vre — a®ivrg + ... in the form
¢(00) = Re((00) + iIm((o0), where

Re((o0 —J;—HJZ k%

a Tk,
Im¢(o0) = y+v Y (=1)"a* 7o,y
k=0

where

and equals 0 otherwise. Here s =1+

o . ad*
PR R I A
Proof. We are looking for the distribution of

o0 o0 X_
P{Re((0) < X} =P {Za4k74k - a22a4k7'4k+2 < T

k=0 k=0 v
Let us denote the following random series by ¢

(o)
¢:= Za4kr4k.
k=0
Then, F¢(t) = P{¢ < t} = P{ro +a* Y poya* rupss < t} = P{rg + a*¢* < 1}
where (* has the same distribution function F¢(t)

Given that 7; has an exponential distribution, we have

oo t
Fe(t) = )\/O e M P{u+ a*¢* < thdu = /\/O e

and finally
t
Fe(t) = A/ e ME, ( ) du.
0 Cl

Note, that by the Lemma 2.1 F(t) may be presented obviously as a series

t—u

o J 4k
Fet)y=1—s"1 e M4 Z
j=1

Having this in hand, we may now regard P{Re((c0) < X} = P{¢ —a?¢* < %},
which means that

> X —x
FRe¢(o0)(X) =/ Fe (U +a2u> dF¢(u).
0
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Similar considerations regarding P{Im((00) < X} = P{al —a3¢* < %} lead to
the equality
> Y-y 2
FIm{(oo)(Y) = / FC ( +a u) ch(u)
0 av
O

Remark 2.2. We proved the previous result for the case when the initial direction of
the evolution is the positive direction of the real line. Easy to see, that if the evolution
starts, for instance, at the negative direction of the real line, then

F_Rec(oo)(X) := P{20 — Re((00) < X} = 1 — Frec(oo) (27 — X).

Common rules are the following: if the evolution starts at the negative direction
of the real line, then we should change Re((o0) by 22 — Re((c0) and Im((co) by
2y — Im((c0) to obtain corresponding distribution functions; if the evolution starts
at the positive direction of the complex line, then we should change Re((cc0) by
2z —Im((oc0) and Im((c0) by Re((o00); if the evolution starts at the negative direction
of the complex line, then we should change Re((co) by Im((cc) and Im((oo) by

2y — Re((0).
Thus, having the distribution functions for all initial directions, we may find the
distribution of the general process in the form

Fre¢(o)(X) = p1P{Re((00) < X} 4 pa P{22 — Re((00) < X'}
+ psP{2x — Im((o0) < X'} + paP{Im((c0) < X},

where p = (p1, p2, 3, pa) is the distribution of initial directions in the following order:
(Re+, Re—, Im+,Im—).
The same for the distribution of I'm((cc).

The obtained results regarding the distribution of the absorption point allow us
to evaluate the probabilities of process attenuation in various regions of a complex
plane. As an example, the following theorem presents probability that the absorption
point lies within a circle of radius R centred at the starting point.

Theorem 2.3. The probability that ((o0) is inside a circle of radius R and center
z =z + 1y equals

R
[ [Frecio@ + VR == 0P) = Fregio & = VI = (0= 9)] dF g (1)

and does not depend on initial direction.
Proof. The following condition provides the Theorem:
(Re¢(00) = 2)* + (Im((o0) — y)* < R?, (4)
thus we have to find
P{(Re¢(00) — 2)* + (Im((00) — y)* < R?}
= P{(Re((c0) — )* < R? — (Im((c0) — y)*}
= P{o — /R? = (Im{(00) = y)? < Re((00) < + v/R? — (Im((o0) — y)?}

R
= /_R[FREC(OO)(J: + R? — (u - y)Z) - FRe((oo)(-T — \/m)} dF[mc(oo)(u)
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As soon as inequality (4) is invariant with respect to substitutions of processes
described in Remark 2.2 (for example, (Re((o0) — z)? = (22 — Re((00) — z)?), the
probability found does not depend on the initial direction. O

3. Integral equation for a function from fading random evolution on a
complex plane

In the case of the fading random evolution, it is not possible to obtain a system
of backward Kolmogorov differential equations and use the classical technique, pre-
sented, for example, in [10] — [18]. However, it turns out that it is possible to write
down corresponding integral equations. Thus, we’ll have nonlinear integral equations
that describe the movement of a particle under the action of an external force when
the speed of movement decreases over time.

Let £ be the space of functions of the form

¢<U7Zat) = ¢0(U,Z,t) + c,

¢ = counst, ¢g(v,z,t) =0, wv,z,t—0. (5)

In the book [9], it was proven that this space is a Banach space with respect to the
sup-norm

(v, 2, )| £ = sup ¢(v, 2, 7).

U7Z7

Let f € £. Consider the functionals that describe the studied process on a complex
plane in the following form:

t t
uRe+(v7Z7t) = Ef(Z + ’U/ (ia)NA(S)ds)7u1m+(U7x7t) = Ef(Z + “}/ (ia)NA(S)dS%
0 0

t
e (0,.0) = Bf(z = v [ (i) 01ds) = uper (~0,2,8),
0

t
ulm*(vvxvt) = Ef(Z - “}/ (ia)N/\(S)ds) = u1m+(_07$7t)
0

the first of which is a function from the evolution that starts at the point z in positive
direction of real line; the second — from evolution starting at the same point in positive
direction of imaginary line, etc.

Let us derive the integral equations for these functionals. Denote by 7 the time
at which the first jump of the Poisson process N* occurs, that is, N*(7) = 1 and
N*(s) = 0 for s € [0, 7) almost surely. Note that 7 follows an exponential distribution
with a mean of 1/X. The random variable 7 is a stopping time with respect to the
filtration generated by the process N*.

Due to the strong Markov property of the Poisson process, the process (N*(u +
7)—=N*(7))u>0 is itself a Poisson process with intensity A, independent of 7. Therefore,
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t
Uget (v, 2,t) = Ef (z + 1;/ (ia)NA(u)du)
0
IRV T )N i)V @
=Ef (erv/ (i)™ ™ du) 1>+ f <z+v/ (i)™ ™ du+v/ (ia)™ ' du) 1<
0 0 T
t—T7
= P(N*(t) =0)Ef(z+vt) + f (z +ouT + v(ia)NA(T) / (ia)NA(u-"T)_NA(T)du) 1<y
0

t t—s
=e Mf(z4vt) + / e MEf (z +vs + iav/ (ia)NN“)du) ds
0

0

t
=e Mf(z+ut)+ / e MUy (av, z 4+ vs, t — s)ds.
0

The same for other functions:

¢
Urm+ (v, 2,t) = Ef (eriv/ (ia)NA(u)du)
0

= P(N t) = 0)Ef(z + ivt) + /t Ne MEf <z + ivs — av/ (ia)NA(“)du) ds
0 0

¢
= e Mf(z+ivt) + / Xe Mupe (av, z +ivs, t — s)ds
0

t
= e Mf(z+ivt) + / A uper(—av, z + ivs,t — s)ds.
0

t
Uge— (v, 2,t) = e M f(z —vt) + / e Uy, (av, z — vs, t — s)ds.
0

¢
Upm— (v, 2,t) = e M f(z — ivt) + / e Mugey (av, z — ivs,t — s)ds.
0

After substitution of w4 (v, z,t) (with ugey in the right-hand side) into ugey (v, 2, t)
we have:

t
URet (v, 2, 1) = e M f(2 4+ vt) + / e e M=) £ 4us +i(av) (t — s))ds+
0
t t—s
/ e A / e Mugey (—a(av), z + vs + i(av)T,t — s — 7)drds
0 0
t
=(s+17=0)=eMf(z+vt)+ )\e_M/ f(z+vs+iav(t — s))ds
0

t t—s
+ A2 / / e Mupey (—av, z 4 vs +iav(0 — s),t — 0)drds (6)
0 Jo

Another, more complicated way also exists. We may substitute w4 (v, z,t) with
URe— in the right-hand side:

t
URet (v, 2, 1) = e M f(2 4 vt) + / e e M=) £ (2 4 ws +i(av) (t — s))ds
0

t t—s
—|—/ Ae™ s / e Mupe_(a(av), z + vs 4 i(av)T,t — s — 7)drds
0 0
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¢
=(s+7=0)=eMf(z+uvt)+ /\e*)‘t/ f(z+wvs +iav(t — s))ds
0

+ 22 / / %% ge— (a*v, z 4+ vs — iavh + iavs,t — 0)dfds. (7)

Similar equality for uge— (v, z,t) may be found after substitution of ws,,— (v, z,t):
t
Uge— (v, 2,t) = e M f(z — vt) + /\ef)‘t/ f(z—vs —iav(t — s))ds
0

+ )\2/ / YUpey (a®v, 2 — vs — iavh + iavs,t — 0)dAds. (8)
Combining equations (7) and (8) we finally have integral equation for uge4 (v, 2, t):

¢
Uges (v, 2, 1) = e f(2 4 vt) + Ae ™M / f(z+vs +iav(t — s))ds+

A2e *)‘t//fz—|—vs—zcw(0—s)—aU(t—ﬁ))d9d8—|—/\3 7)‘t///f
vs —iav(f — 5) — a®v(t — 0) —id v(t — 1) d7d9d8+)\4////

Upey (v, 2 +vs — iav(0 — s) — a*v(T — 0) — iav(¢ — — ¢)d¢drdlds. 9)
Thus, we see that equations (6) and (9) are equ1valent.
Equations of similar forms may be found for the functions w4 (v, 2,t), ure— (v, 2, t),
Urm— (v, 2, t) in the same way.

4. Existing and uniqueness of solution
Let us consider the question of the existence and uniqueness of a solution to nonlinear
integral equations (6), (9) in the space £, defined by formula (5). Since the space is
a Banach space, the contraction mapping principle holds in this space. We illustrate
the proof for the more complicated equation (9).

Let’s rewrite equation (9) in the form w(v, z,t) = Au(v, z,t), where Au(v, z,t) —
the right-hand part of equation (9). Let f(z),¢(v,z,t) € £. For the functions from
the space £ the action of A is the following:

Ap(v, z,t) = e M f(z 4 vt) + Ae™ / f(z4+vs +iav(t — s))ds+

A2e —)‘t//fz—i—vs—uw(@—s)—av(t—@))d9d8+/\3 _’\t///f

vs —iav(f — s) — a’v(T — 0) —ia®v(t — 7))drdfds + X*/ / / / e~ x
éa*v,z+vs — iav(0) - 5) — a®v(r —0) — ia*v(C — ), - ()dCdrdods <

bupf(z+vt) A e 25/ supf(z+vs+zav(t—s ))ds 4 Ne~ //bupf

vs —iav(f — 5) — ia®v(t — 0))dOds + X3e _)‘t/ / / sup f(z
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t ot ptopt
vs —iav(f — s) — a®v(t — 0) —id®v(t — 7))drdfds + )\4/ / / / e~ x
0 Js Jo Jr

sup ¢p(a*v, z + vs —iav(0 — s) — a*v(r — 0) —ia*v(¢ — 7),t — ¢)d(drdfds <

v,2,t

2 3 t et et pt
K <e_)‘t + Xte™M + %’? e M+ (A;') e M+ / / / / e‘ACd(d7d9d5> =
: : 0 Js Jo Jr

At VN O VR O\t L VI A B vE L v
K{e + Ate + o e + N e + A )\e 3l /\26 T

1 _ 1, _
Fe )‘tt—ﬁ(e At—l))}:K

where K = max{sup f(z), sup ¢(v, z,t)}, thus A¢(v, z,t) is a bounded function.
z v,z,t

Let us show that A is a compression. We have

p(Ad1, Ags) —212|)\4/ / / / My (atv, 2 +vs —iav(d — s)—

a*v(t — 0) —iav(C — 1), t — ¢)dCdrdfds — \* /Ot /: /et /:e A

pa(atv, z + vs —iav(0 — 5) — a®v(t — 0) —ia®v(C — 7),t — {)d(drdhds| <

)\4/ / / / Sgptwl a*v, z +vs —iav(d — 5) — a*v(t — 0) —iav(¢—

)t —¢) — ¢ala*v, z +vs —iav(h — 5) — a®v(t — 0) —iav(¢ — 7),t — ¢)|dlds =

(¢17¢2)[ ()‘t) e—)\t _ (/\t)z

A Atem M — e 4],

where —%e”‘t (’\Qt,) e M — e M — e~ £ 1 < 1. Thus, the solution of equation
(9) exists and is unique.

Similarly, we may obtain the same result for the equations of the form (6) and for
the functions w4 (v, z,t), Uge— (v, 2,t), Urm— (v, z,t), thus we have:

Theorem 4.1. For any f(z) from the space £, equations for the functions upe+ (v, 2,t),
Urm+ (U, 2, 1), Uge— (V, 2,1), Upm— (v, 2,t) of the forms (6), (9) have a unique solution
in this space.

This theorem enables us to find solutions to the obtained integral equations of the

forms (6), (9) using the method of successive approximations, as a limit lim u, (v, z,t),
n— oo

where ug (v, z,t) — any function from £.
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5. Conclusion

By employing random series in the second section of the article, we successfully iden-
tified the absorbing point for a model that generalizes the Goldstein-Kac model to
the case where the velocity is not constant but decreases with each change in the
particle’s direction of motion. Combined with the space where the evolution takes
place (complex plane), this model appears intriguing from the perspective of physical
applications, as it is associated with Schrodinger-type equations and processes related
to particle attraction or ”freezing.”

The main result of the second section is presented in Theorem 2.2, which provides a
method for determining the distribution of the absorbing point for the studied model
and calculating the probability of this point falling into regions of various shapes and
complexities. It should be noted that Theorem 2.3 merely demonstrates one possible
variant of such a problem. By applying similar calculations, it is possible to obtain
results for other regions, depending on the physical basis of the model.

The last two sections of the work also present only general methods that allow
deriving nonlinear integral equations, as their form is quite extensive, and providing
variants of the equations for all functions would significantly increase the length of
the article. Results for other functions can be obtained by applying the described
methods.

Unfortunately, it is challenging to compare the equations describing non-fading evo-
lution (Schrédinger-type differential equations from the work [19]) with the nonlinear
integral equations derived here. Nevertheless, certain high-order nonlinear differential
equations, equivalent, for instance, to equation (6), may be obtained by differentiating
the latter with respect to z and t.
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