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Linear Feedback Shift Register Optimizations

NI1COLAE CONSTANTINESCU

ABSTRACT. One actual problem in cryptography is to find a generator which must carry out
some conditions asked by the beneficiary. There are presented some interesting and new re-
sults concerning the complexity of the combinations of linear feedback shift registers (Schneier
[7]). These combination can be described in terms of boolean function theory using the logical
operators like sum and product. There are also introduced the notion of spliting (a generaliza-
tion of classical term of decimation) and the inverse operator called interleave. The presented
results have applications in cryptography, more exactly, to the construction of some chipher
system which are used in simetric-key encryption for high-level safety-comunications(Zeng [3]).
Also, the present exposure approaches the power of the generator to attack.
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1. Introduction

The basement of symmetric cryptography consiste of the cipher system evaluation
problem (Massey [4] and [5]). The evaluation problems are different from the cracking
problems in the following way (Preda [6]):

e the evaluator want to find the minimal size of the output information from which
one can find, using powerful mathematics tools, some information regarding the
cipher algorithm, the key used and/or the plain text

e the cracker want to find the maximum size of the information from which he can
find the plain text

The basic problem of the encryption system is the RND (pseudorandom number
generator). The construction of this generator must be framing in some parameters
(compute restrictions caused by the calculation system or the execution times). Here
the term of minimize and maximize has a generic significance. In fact the problem of
evaluation is a multicriterial problem: some objective functions must be maximized
(size of the key, nonlinearity degree, the equivalent linear complexity, period of the
pseudorandom generator if we have one) and other functions must be minimized (the
redundance of the key generator). These functions are conditioned by the knowledge
of the cryptographic system (the adversary has completed knowledge about the system
we use)(Koblitz [1], Scambray [8]).

Therefore we have the connection written in vectorial form:

c = f(m; k) (1)

where f is the encryption operator. If k; = k for every t € T' (T is the ciphering time
period which is a finite set) then we can rewrite the above
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c = f(m; k) (2)
where f is the encryption operator. In this case we say that we have a codification
of the information (the role of the coding theory is to protect the information from
errors which can appear in the communication channel; the role of the cryptography is
to protect the information from the evedroper).In the codification case, after solving
some nonlinear system, we can write

m = h(c; k) (3)

Thus the knowledge of f(.;.) allows us to find m form c. The system (1), which
is a stochastic system, is much difficult to solve then the system (2),which is a de-
terministic system, because the time parameter ¢ is involved. Thus the solution of
system (2), given by (3), is a particular solution of the system (1) in the case k; = k.
Many times we have the encryption function f given in scalar form like

c; = f(m“k?z),VZ eN
where k; is the i*" key derived from base key k;. If f can be factorized like

fmi, ki) =m; © g(ks),
then the encryption scheme is called stream encryption and we call the function g
pseudorandom generator.

2. A variant of Linear feedback shift-registers

2.1. Berlekamp Massey algorithm. Mathematical Backround. Berlekamp-
Massey algorithm is an efficient algorithm for computing the linear complexity of a
p-ary finite sequence s™ of length n. The algorithm has n iterations and at NV iteration
is computing the linear complexity of the subsequence sV consisting of the first N
terms of s™. For p = 2 we get the a binary sequence.

Definition 2.1. (Next discrepancy). Let us consider the finite p-ary sequence sV 11 =

8081, .-y SN—1,8N. For C(D) = 1+ciD+....4crDY. Let < L, C(D) > be an LFSR
which generates the subsequence sN = sq, 1, ..., sn—1. The next discrepancy dy is the
difference between sy and the (N + 1)-st term generated by LFSR :

L
dy = (sy + ZcisN_i) mod p.

i=1

Theorem 2.1. (Increasing of the linear complexity). Let us consider the finite p-ary
sequence sV = sg,51,...,sny_1 of complexity L = L(s™) and let < L,C(D) > be an
LFSR which generates s .
o The feedback shift register LESR < L,C(D) > generates sV = sq, 51, ..., sN_1,
sy if and only if the next discrepancy dy is 0
o ifdy =0 then L(sV 1) =L
o Let suppose that dy # 0. Let m be the largest integer smaller than N such that
L(s™) < L(sN) and let < L(s™), B(D) > be a shift register LFSR of length
L(s™) which generates s™. Then < L', C'(D) > is a feedback shift register
LFSR of smallest length which generates s™ % where: L' = L for L > N/2 and
L'=N+1-LifL<N/2and C'(D)=C(D)+ B(D)DN="™.



LINEAR FEEDBACK SHIFT REGISTER OPTIMIZATIONS 51

2.2. Berlekamp-Massey Implementation. Above results allow us to implement
the algorithm of computing the equivalent linear complexity of a p-ary sequence. For
the portability of the algorithm we give like parameter p the field characteristic.

Input: p-ary sequence s" = sg, S1, S2, ..., Sp,—1 of length n.

Output: linear complexity L(s™) of s”, 0 < L(s™) < n.

1. Initialization.

C(D)=1,B(D)=1,L =0
m=-1,N=0,b=1,

p =2 (field characteristic)

2. While (N < n) do:
2.1 Compute the next discrepancy

L

d: d=(sy + ZcisN,i) mod p.
i=1

2.2 If d # 0 do:

T(D) = C(D), C(D)=C(D)+db*B(D)DN™—™
If L < & then

L=N+1—L m=N, B(D)=T(D),d=b.

23 N=N+1.
3. Return(L).

2.3. Method Description.

Definition 2.2. (Vaduva [2]). A RND (pseudorandom number generator) is the
structure: G = (S, p, f,U,g) where S is a finit lots of states; u is a distribution of
probability on S named initialy distribution; f : S — S is a transition function; U is
lots of output symbols; g : S — U is an output function.

Definition 2.3. A LFSR consist in m memory locations and a feedback function
wich express any new element a(t), with t < n, of the string in dependence of the
elements previous generating a(t —n),a(t—n+1),... where the feedback function must
be unsingular, which it means: a(t) = g(a(t — 1),...,a(t —n+1)) ® a(t — n) where ®
means exclusiv OR operation.

One of the most popular of this type is Geffe generator showed in fig. 1, with
the formula

y(t) = z1(t) * 23(6)® 1 (t) * 22(1).
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FIGURE 1. Linear Feedback Shift Register Generally Scheme

2.4. Algorithm. In this work it is proposed a new type of Gollman generators (based
on many shift waterfalling registers, like [13, 14, 15]).The basic element of the algoritm
is Linear feeedback shift register. As a matter of fact the output of the algoritm is
a boolean function of the output from each R; register. The first register Ry have
a constant tact and the register R; (i = 1,...n — 1) is turning by a variable number
(given by the value of the tact cell of previous register tact;—; and by the function F;)
and the output is given by cell out. Therefore the setting of the algorithms consist in:

a) Parameters

- the number of the removal registers R by the algorithm notated with n

- the degree of the feedback polinom deg f;(X), i=0,1,...,n — 1.

- the feedback formulas f;(X) of the register R;, ¢ = 0,1,...,n — 1. This are
primitive polinoms of n-degree in modulo 2 algebra.

- the size of the cell noted with k.

- the maximnumber of rotations doing by the registerin the course of one step
notated with p (minimum of the value of p is 2)

- the function of the tact for the next register is

7 { 1 if MSBltact;—1] =0
71 2 in other case
- the last register has the tact given by the formula:
p_ {1 if MSBltact, & MSB[R,_[deg—1]]] =0
L=

2 in other case
- the cell which indicates the output from the first register is given by outy €

{0,...,deg —1}.
- the output cell of the last register is

Yn—1 = Rp—1[Rn—2[out,_1] + Rp_1[deg —1] >> (k — log,(deg))moddeg]

where

R, _i[deg —1] >> (k — log,(deg)) are the first 7 bits of the cell deg-1 of the last
register.

b) Randomising
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- the variable of the output cell from each R; register depends of outy €
{0,...,deg—1}. for i =0,1,....,.n — 1.
- the tact cell for the next R; register is tact;—1 € {0,...,deg—1} for i =
0,1,...,n— 1.
¢) The generate algorithm of a k-bit
RotateRy. Take of from the adress outy the output from Ry register notated
by yo = Rolouto] in accordance with the value finding in tacty cell meaning Ry[tacto)
compute the next tact
F;(tacty) € {1, ..., p}.
Start
for i=1 to n-1 execute
- rotate R; register by Fj(tact;) times.
- take of the output y; of the R; register, from the adress R;_1[out;_1] mod
deg meaning

yi = Ri[R;_1[out;}mod deg]
- in accordance with the value finding in tact; cell, meaning R;[tact;] com-
pute the next tact

Fi(tact;) € {1, ...,p}

endfor.

Compute output y = f(y1,...,yn)

Stop

d) Explanations over the parametric functions

- the feedback relations are doing in modulo 2* algebra.
- function f(y1,...,yn) = Y1 D ... D Yn.
- the tact functions given by the next formula:
F,={1 if LSBl[tact;-1] =02 in other case¥i=1,...,n.

3. Conclusions

The domain of aplication for these algoritms are large. The problems related with
(pseudo) random number generation have cryptanalitic nature, because the most pub-
lic algoritms have been considered ”weak” owing of the output calculating methods.
Thus, the testing of these are doing not only with clasic tests, using adapting at-
tacks. These are useful becouse its show practical degree of safety. In this order,
the most used test is the attack based on Berlekamp Massey construction (Maurer
[9], Menicocci [10], Meyerm [11], Golic [12]). The future research is based on the
Berlekamp-Massey attack study, which conclude to optimize the register length and
initial values from them related to the attack complexity.
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