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A k-nearest neighbor approach for chromosome shape
classification

Mircea Sebastian Serbanescu

Abstract. The aim of this paper is to use a k-nearest neighbor algorithm for chromosome
shape classification. To achieve this task a free web database of 117 normal karyotypes (for
both men and women) was used. The classifier, in spite of its simplicity proved very reliable,
providing a very good accuracy.
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1. Introduction

Since Tjio and Levan discovered that the number of human chromosomes was
46 in 1956 [1] and the Denver group classification standard was established in 1960
[2], karyotyping of human chromosomes (Fig. 1) has became an important clinical
procedure for screening and diagnosing genetic disorders and cancers [3]. Karyotyping
is a standard technique utilized to classify metaphase chromosomes (46) into 24 types.

Manual karyotyping is a labor-intensive and time-consuming task (manual clas-
sification of 46 chromosomes in 24 classes done at least 20 times for one result), so
developing automatic computer-assisted karyotyping systems has attracted significant
research interest [4]. Fully automatic systems usually follow a number of consecutive
steps [5]:
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Figure 1. Normal kariotype, male
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Figure 2. Chromosome shape types, a - metacentric, b - submeta-
centric, c - scrocentric

(1) cleaning of the image from stains and interphase nuclei;
(2) segmentation of the cleaned metaphase cell in its different chromosomes;
(3) extraction of features from all chromosomes;
(4) classification of the feature sets into the biological classes.

The first two steps employ methods from image processing, the last two from
pattern recognition and statistics. Many classification methods have been tried in
the aim of automated kariotyping, most of them using complex methods like: genetic
algorithms [6], natural networks [4][7][8], but none of them offers a suitable solution
in the matter of time and used resources.

The human achievement of classification uses three main features: size, shape and
banding features.

2. Material and Method

Chromosome shapes are considered to be classified in three classes by taking in con-
sideration the centromer position (the thinnest part of a chromosome): metacentric,
submetacentric, scrocentric (Fig. 2).

The purpose of our paper was to correctly estimate the class of unknown chromo-
some, using a simple but efficient machine learning technique, namely the k-nearest
neighbor algorithm.

The k-nearest neighbor algorithm (k -NN) is a method for classifying objects based
on closest training examples in the feature space. k -NN is a type of instance-based
learning, where the function is only approximated locally and all computation is
deferred until classification. The k-nearest neighbor algorithm is amongst the simplest
of all machine learning algorithms: an object is classified by a majority vote of its
neighbors, with the object being assigned to the class most common amongst its k
nearest neighbors (k is a positive integer, typically small). The training objects are
vectors in a multidimensional feature space, each with a class label. The training
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Figure 3. From chromosome picture to classifiable data. 3a - orig-
inal chromosome, 3b - binarized image, 3c - bordered image, 3d -
computed matrix, 3e matching chromosome shape (abstract view),
3f - maching different shapes.

phase of the algorithm consists only of storing the feature vectors and class labels of
the training samples. In the classification phase, k is a user-defined constant, and an
unlabelled vector (a query or test point) is classified by assigning the label which is
most frequent among the k training samples nearest to that query point

For assessing the capability of this algorithm to correctly classify chromosomes, a
free web database of 117 normal karyotypes (both men and women), consisting of 46
individual chromosomes (manually segmented by specialists) [9] was used in the aim
of shape classification.

In order to obtain the border the images (Fig. 3a) had to be binarized (Fig. 3b).
After the binarization possible inside objects were filled out. Next the one by one
pixel connected border was extracted [12], resulting a matrix of coordinates (Fig. 3c).
By estimating the distance between each pixel of the matrix and the center of gravity
of the border we obtained a one dimension measurement charactering the shape of the
chromosome. Last the measurement was resample at 500 points (in order to eliminate
size matters) and was normalized to the maxim value(Fig. 3d).

The data was introduced in a k - nearest neighbor (k-NN) algorithm, implemented
in Matlab (Mathworks) version 2007b. In order to compute the distance between
different shapes the 500 points representation was interpreted as a circular list. Eu-
clidian distance was used and the computed distances was obtained by shifting one
border against the other until the best fit (minimum distance) (Fig. 3e and Fig.3f).
The algorithm was run with different k values (number of neighbors taken in con-
sideration for class estimation) varying from small values (k = 3 and 10) to larger
values(k = 100).

3. Results

The results of 24 chromosomes from different classes (1-22,x,y) are presented in
Table 1. The overall classification rate is good (around 88%) for a simple algorithm,
but efficacious algorithm. Maximum classification rates were achieved for low values
of the number of neighbors k. It is very interesting to observe that the best accuracy
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Table 1. Classification results

K=3 K=10 K=100
Misclassified (absolute value) 3 5 5
Correct classified (absolute value) 21 19 19
Classification accuracy (%) 87.5% 79.16% 79.61%

has been obtained for just k = 3 neighbors, proving its effectiveness. On the other
hand, it is worth mentioning that up to 10 neighbors there is no improvement in the
classification accuracy, the ”elbow curve” showing a flat trend. Furthermore, this
means that the in-class variation of shape is quite large.

On the other hand the algorithm is time consuming, average classification time is
12 seconds. Although the searching space is very big (5336 chromosomes) and for the
computing of one distances there must be made 500 comparisons of 500 point matrix
we must say this is not suitable for practical use.

The comparison to the results from other studies in literature is impossible. Some
papers present multi-level classification methods, but none refers strictly to the shape
classification. This is the originality of this attempt.

4. Conclusion

The overall result of chromosome shape classification using k-NN was good (approx.
90%). Higher classification rates were obtained for low values of the numbers of
neighbors taken in consideration.

K-NN is a time consuming method and is not suitable for practical use, at least
not for a large database like the one used in our paper.

5. Future work

In some future work we will try to reduce the searching space by estimating the
most representing chromosome shapes of the classes and so reducing the number of
comparisons or uses some synthetic descriptors of the shape, as Fourier descriptors,
thus reducing the data dimensionality.
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