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Dušan Repovš, University of Ljubljana, Slovenia

Sergiu Rudeanu, University of Bucharest, Romania

Mircea Sofonea, Université de Perpignan, France
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Zinelâabidine Latreuch and Benharrat Beläıdi
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Several characterizations of the 4–valued modal algebras

Aldo Victorio Figallo and Paolo Landini

Abstract. A. Monteiro, in 1978, defined the algebras he named tetravalent modal algebras,
that will be called 4−valued modal algebras in this work. These algebras constitute a gener-

alization of the 3−valued Lukasiewicz algebras defined by Moisil.
The theory of the 4−valued modal algebras has been widely developed by I. Loureiro in

[6, 7, 8, 9, 10, 11, 12] and by A. V. Figallo in [2, 3, 4, 5].
J. Font and M. Rius indicated, in the introduction to the important work [1], a brief but

detailed review on the 4−valued modal algebras.
In this work varied characterizations are presented that show the “closeness” this variety

of algebras has with other well–known algebras related to the algebraic counterparts of certain
logics.

2010 Mathematics Subject Classification. Primary 06D99; Secondary 06D30.

Key words and phrases. De Morgan algebras, tetravalente modal algebras, three–valued

 Lukasiewicz algebras, 4–valued modal algebras.

1. Introduction

In 1940 G. C. Moisil [13] introduced the notion of three–valued  Lukasiewicz algebra.
In 1963, A.Monteiro [14] characterized these algebras as algebras ⟨A,∧,∨,∼,▽, 1⟩ of
type (2, 2, 1, 1, 0) which verify the following identities:

(A1) x ∨ 1 = 1,
(A2) x ∧ (x ∨ y) = x,
(A3) x ∧ (y ∨ z) = (z ∧ x) ∨ (y ∧ x),
(A4) ∼∼ x = x,
(A5) ∼ (x ∨ y) =∼ x∧ ∼ y,
(A6) ∼ x ∨ ▽x = 1,
(A7) x∧ ∼ x =∼ x ∧ ▽x,
(A8) ▽(x ∧ y) = ▽x ∧ ▽y.
L.Monteiro [15] proved that A1 follows from A2, · · · , A8, and that A2, · · · , A8, are
independent.

From A2, · · · , A5 it follows that ⟨A,∧,∨,∼, 1⟩ is a De Morgan algebra with last
element 1 and first element 0 =∼ 1.

In Lemma 1.1 we will indicate other properties valid in the variety of 4–valued
modal algebras necessary for the development that follows.

Lemma 1.1. In every 4-valued modal algebra ⟨A,∧,∨,∼,▽, 1⟩ we have : A9-A17.
(A9) x ≤ ∇x,

(A10) ∇1 = 1,
(A11) ∇x ≤ ∇∇x,
(A12) ∇x∨ ∼ ∇x = 1,
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(A13) ∇x∧ ∼ ∇x = 0,
(A14) ∇∇x = ∇x,
(A15) If x ≤ y, then ∇x ≤ ∇y,
(A16) ∇(∇x ∨∇y) = ∇(x ∨ y),
(A17) ∇x ∨∇y = ∇(x ∨ y),

the proof of which we will indicate in the section that follows.
In 1969 J. Varlet [16] characterized three–valued  Lukasiewicz algebras by means of

other operations. Let ⟨A,∧,∨, ∗,+, 0, 1⟩ be an algebra of type (2, 2, 1, 1, 0, 0) where
⟨A,∧,∨, 0, 1⟩ is a bounded distributive lattice with least element 0, greatest element
1 and the following properties are satisfied:

(V1) x ∧ x∗ = 0,
(V2) (x ∧ y)∗ = x∗ ∧ y∗,
(V3) 0∗ = 1,
(V4) x ∨ x+ = 1,
(V5) (x ∨ y)+ = x+ ∧ y+,
(V6) 1+ = 0,
(V7) If x∗ = y∗ and x+ = y+, then x = y.

About these algebras he proved that it is posible to define, in the sense of [14, 15]
a structure of three-valued  Lukasiewicz algebra by taking ∼ x = (x ∨ x∗) ∧ x+ and
▽x = x∗∗.

Furthermore it holds x∗ =∼ ▽x and x+ = ▽ ∼ x. Therefore three–valued
 Lukasiewicz are double Stone lattices which satisfy the determination principle V7.
Moreover V7 may be replaced by the identity

(x ∧ x+) ∧ (y ∨ y∗) = x ∧ x+.

Later, in 1963, A. Monteiro [14] considered the 4–valued modal algebras
⟨A,∧,∨,∼,▽, 1⟩ of type (2, 2, 1, 1, 0) which satisfy A2, · · · , A7 as an abstraction of
three–valued  Lukasiewicz algebras.

In this paper we give several characterizations of the 4–valued modal algebras. In
the first one we consider the operations ∧,∨,¬,Γ, 0, 1 where ¬x =∼ ▽x, Γx = ▽ ∼ x
are called strong and weak negation respectively.

2. A characterization of the 4–valued modal algebras

Before working on Theorem 2.1 we will indicate proofs from A9 through A16.
Then,

(A9) x ≤ ∇x:
(1) (x∧ ∼ x) ∨∇x = (∇x∧ ∼ x) ∨∇x = ∇x, [A7]
(2) (x ∨∇x) ∧ (∼ x ∨∇x) = ∇x,
(3) (x ∨∇x) ∧ 1 = ∇x, [A6]
(4) x ∨∇x = ∇x,
(5) x ≤ ∇x.

(A10) ∇1 = 1: [A9]
(A11) ∇x ≤ ∇∇x: [A9]
(A12) ∇x∨ ∼ ∇x = 1:

(1) ∇x∧ ∼ ∇x =∼ ∇x ∧∇∇x, [A7]
(2) ∼ ∇x ∨∇x = ∇x∨ ∼ ∇∇x [(1), A5]

= (∇x∨ ∼ ∇∇x) ∧ 1
= (∇x∨ ∼ ∇∇x) ∧ (∼ x ∨∇x) [A6]
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= ((∇x∨ ∼ ∇∇x)∧ ∼ x) ∨ ((∇x∨ ∼ ∇∇x) ∧∇x)
= ((∇x∨ ∼ x) ∧ (∼ ∇∇x∨ ∼ x)) ∨∇x
= (1 ∧ (∼ ∇∇x∨ ∼ x)) ∨∇x [A6]
=∼ ∇∇x∨ ∼ x ∨∇x
= 1. [A6]

(A13) ∇x∧ ∼ ∇x = 0: [A12]
(A14) ∇∇x = ∇x:

∇∇x = ∇∇x ∧ 1
= ∇∇x ∧ (∇x∨ ∼ ∇x) [A12]
= (∇∇x ∧∇x) ∨ (∇∇x∧ ∼ ∇x)
= ∇x ∨ (∇∇x∧ ∼ ∇x) [A11]
= ∇x ∨ (∼ ∇x ∧∇x) [A7]
= ∇x.

(A15) If x ≤ y, then ∇x ≤ ∇y:
(1) x ≤ y, [Hip.]
(2) ∼ y ≤∼ x, [(1)]
(3) ∼ y ∨∇y ≤∼ x ∨∇y, [(2)]
(4) 1 =∼ x ∨∇y, [A6]
(5) 0 = x∧ ∼ ∇y, [A6]
(6) ∼ ∇x =∼ ∇x ∨ (x∧ ∼ ∇y) [(5)]

= (∼ ∇x ∨ x) ∧ (∼ ∇x∨ ∼ ∇y)
= 1 ∧ (∼ ∇x∨ ∼ ∇y) [A6]
=∼ ∇x∨ ∼ ∇y,

(7) ∇x = ∇x ∧∇y, [(6)]
(8) ∇x ≤ ∇y. [(7)]

(A16) ∇(∇x ∨∇y) = ∇(x ∨ y):
(1) x ≤ x ∨ y,
(2) y ≤ x ∨ y,
(3) ∇x ≤ ∇(x ∨ y), [(1), A15]
(4) ∇y ≤ ∇(x ∨ y), [(2), A15]
(5) ∇x ∨∇y ≤ ∇(x ∨ y), [(3), (4)]
(6) x ≤ ∇x, [A9]
(7) y ≤ ∇y, [A9]
(8) x ∨ y ≤ ∇x ∨∇y, [(6), (7)]
(9) ∇(x ∨ y) ≤ ∇(∇x ∨∇y), [(8), A15]

(10) ∇(∇x ∨∇y) ≤ ∇∇(x ∨ y), [(5), A15]
(11) ∇(∇x ∨∇y) ≤ ∇(x ∨ y), [(10), A14]
(12) ∇(∇x ∨∇y) = ∇(x ∨ y). [(9), (11)]

(A17) ∇x ∨∇y = ∇(x ∨ y):
(1) ∼ (∇x ∨∇y) ∧∇(∇x ∨∇y) = (∇x ∨∇y)∧ ∼ (∇x ∨∇y) [A7]

= (∇x ∨∇y)∧ ∼ ∇x∧ ∼ ∇y [A5]
= ((∇x∧ ∼ ∇x) ∨ (∇y∧ ∼ ∇x))∧ ∼ ∇y
= ∇y∧ ∼ ∇x∧ ∼ ∇y [A13]
= 0, [A13]

(2) ∼ (∇x ∨∇y) ∧∇(x ∨ y) = 0, [(1), A16]
(3) (∇x ∨∇y)∨ ∼ ∇(x ∨ y) = 1,
(4) ((∇x ∨∇y)∨ ∼ ∇(x ∨ y)) ∧∇(x ∨ y) = ∇(x ∨ y), [(3)]
(5) ((∇x ∨∇y) ∧∇(x ∨ y)) ∨ (∼ ∇(x ∨ y) ∧∇(x ∨ y)) = ∇(x ∨ y),
(6) (∇x ∨∇y) ∧∇(x ∨ y) = ∇(x ∨ y), [(5), A13]
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(7) ∇(x ∨ y) ≤ ∇x ∨∇y, [(6)]
(8) ∇x ∨∇y = ∇(x ∨ y). [(7), (5) of A16]

Theorem 2.1. Let ⟨A,∧,∨,¬,Γ, 0, 1⟩ be an algebra of type (2, 2, 1, 1, 0, 0) where
⟨A,∧,∨, 0, 1⟩ is a bounded distributive lattice with least element 0,
greatest element 1 and the operators ▽,∼ are defined on A by means of the formulas:

(D1) ▽x = ¬¬x,
(D2) ∼ x = (x ∨ ¬x) ∧ Γx.

Then (i) and (ii) are equivalent:
(i) ⟨A,∧,∨,∼,▽, 1⟩ is a 4–valued modal algebra.

(ii) ⟨A,∧,∨,¬,Γ, 0, 1⟩ verifies these properties:
(B1) ¬¬1 = 1,
(B2) x ∧ ¬x = 0,
(B3) x ∨ Γx = 1,
(B4) ¬x ∧ Γ¬x = 0,
(B5) Γx ∨ ¬Γx = 1,
(B6) Γ(x ∧ y) = Γx ∨ Γy,
(B7) ¬(x ∨ y) = ¬x ∧ ¬y,
(B8) ¬(x ∧ ¬y) = ¬x ∨ ¬¬y,
(B9) Γ(x ∨ Γy) = Γx ∧ ΓΓy,

(B10) (x ∨ y) ∧ Γ(x ∨ y) ≤ x ∨ ¬x,
(B11) x ∧ Γx ∧ y ∧ Γy ≤ Γ(x ∨ y).
Where a ≤ b if and only if a ∧ b = a or a ∨ b = b. Moreover, the operators ¬,Γ
are defined on A by means of the formulas:
(D3) ¬x =∼ ▽x,
(D4) Γx = ▽ ∼ x.

Proof. (i) =⇒ (ii)
(B1) ¬¬1 = 1: [D1, A10]
(B2) x ∧ ¬x = 0:

x ∧ ¬x = x∧ ∼ ▽x [D3]
=∼ (∼ x ∨ ▽x)
=∼ 1 [A6]
= 0.

(B3) x ∨ Γx = 1:
x ∨ Γx = x ∨ ▽ ∼ x [D4]

=∼∼ x ∨ ▽ ∼ x
= 1. [A6]

(B4) ¬x ∧ Γ¬x = 0:
¬x ∧ Γ¬x =∼ ▽x ∧ ▽ ∼∼ ▽x [D3, D4]

=∼ ▽x ∧ ▽▽x [A5]
=∼ ▽x ∧ ▽x [A14]
= 0. [A13]

(B5) Γx ∨ ¬Γx = 1:
Γx ∨ ¬Γx = ▽ ∼ x∨ ∼ ▽▽ ∼ x [D3, D4]

= ▽ ∼ x∨ ∼ ▽ ∼ x [A14]
= 1. [A12]

(B6) Γ(x ∧ y) = Γx ∨ Γy:
Γ(x ∧ y) = ▽ ∼ (x ∧ y) [D4]

= ▽(∼ x∨ ∼ y)
= ▽ ∼ x ∨ ▽ ∼ y [A17]
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= Γx ∨ Γy. [D4]
(B7) ¬(x ∨ y) = ¬x ∧ ¬y:

¬(x ∨ y) =∼ ▽(x ∨ y) [D3]
=∼ (▽x ∨ ▽y) [A17]
=∼ ▽x∧ ∼ ▽y
= ¬x ∧ ¬y. [D3]

(B8) ¬(x ∧ ¬y) = ¬x ∨ ¬¬y:
¬(x ∧ ¬y) =∼ ▽(x∧ ∼ ▽y) [D3]

=∼ (▽x ∧ ▽ ∼ ▽y) [A8]
=∼ ▽x∨ ∼ ▽ ∼ ▽y
= ¬x ∨ ¬¬y. [D3]

(B9) Γ(x ∨ Γy) = Γx ∧ ΓΓy:
Γ(x ∨ Γy) = ▽ ∼ (x ∨ ▽ ∼ y) [D4]

= ▽(∼ x∧ ∼ ▽ ∼ y)
= ▽ ∼ x ∧ ▽ ∼ ▽ ∼ y [A8]
= Γx ∧ ΓΓy. [D4]

(B10) (x ∨ y) ∧ Γ(x ∨ y) ≤ x ∨ ¬x:
(1) x ∧ Γx = x∧ ∼ x :

x ∧ Γx = x ∧ ▽ ∼ x [D4]
=∼ (∼ x) ∧ ▽(∼ x) [A4]
=∼∼ x∧ ∼ x [A7]
= x∧ ∼ x, [A4]

(2) (x ∨ y) ∧ Γ(x ∨ y) ≤∼ x:
(x ∨ y) ∧ Γ(x ∨ y) = (x ∨ y)∧ ∼ (x ∨ y) [(1)]

= (x ∨ y)∧ ∼ x∧ ∼ y) [A5]
≤∼ x,

(3) ∼ x ≤ x ∨ ¬x:
∼ x ∧ (x ∨ ¬x) =∼ x ∧ (x∨ ∼ ▽x) [D3]

= (∼ x ∧ x) ∨ (∼ x∧ ∼ ▽x)
= (∼ x ∧ ▽x)∨ ∼ (x ∨ ▽x) [A7]
= (∼ x ∧ ▽x)∨ ∼ ▽x [A9]
= (∼ x∨ ∼ ▽x) ∧ (▽x∨ ∼ ▽x)
=∼ (x ∧ ▽x) [A5, A12]
=∼ x, [A9]

(4) (x ∨ y) ∧ Γ(x ∨ y) ≤ x ∨ ¬x. [(2), (3)]
(B11) x ∧ Γx ∧ y ∧ Γy ≤ Γ(x ∨ y):

(x ∧ Γx) ∧ (y ∧ Γy) = (x∧ ∼ x) ∧ (y∧ ∼ y) [(1) of B10]
= (x ∧ y) ∧ (∼ x∧ ∼ y)
≤ (x ∨ y)∧ ∼ (x ∨ y)
= (x ∨ y) ∧ Γ(x ∨ y) [(1) of B10 ]
≤ Γ(x ∨ y).

(ii) =⇒ (i)
(B12) Γ0 = 1:

(1) x ∨ Γx = 1, [B3]
(2) Γ0 = 1. [(1)]

(B13) ¬1 = 0:
(1) 1 ∧ ¬1 = 0, [B2]
(2) ¬1 = 0. [(1)]

(B14) ¬x ≤ Γx:
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¬x ∧ Γx = (¬x ∧ Γx) ∨ 0
= (¬x ∧ Γx) ∨ (x ∧ ¬x) [B2]
= ¬x ∧ (Γx ∨ x)
= ¬x ∧ 1 [B3]
= ¬x.

(B15) ¬0 = 1:
(1) 0 = 1 ∧ ¬1, [B2]
(2) ¬0 = ¬(1 ∧ ¬1) [(1)]

= ¬1 ∨ ¬¬1 [B8]
= 1. [B1]

(B16) Γ1 = 0:
¬0 ∧ Γ¬0 = 0, [B4]

1 ∧ Γ1 = 0, [B15]
Γ1 = 0.

(B17) Γx ∧ ΓΓx = 0:
Γx ∧ ΓΓx = Γ(x ∨ Γx) [B9]

= Γ1 [B3]
= 0. [B16]

(B18) ¬x ∨ ¬¬x = 1:
¬x ∨ ¬¬x = ¬(x ∧ ¬x) [B8]

= ¬0 [B2]
= 1. [B15]

(B19) ¬¬x = Γ¬x:
(1) Γ¬x = Γ¬x ∧ 1

= Γ¬x ∧ (¬x ∨ ¬¬x) [B18]
= (Γ¬x ∧ ¬x) ∨ (Γ¬x ∧ ¬¬x)
= 0 ∨ (Γ¬x ∧ ¬¬x) [B4]
= Γ¬x ∧ ¬¬x,

(2) Γ¬x ≤ ¬¬x, [(1)]
(3) ¬¬x ≤ Γ¬x, [B14]
(4) ¬¬x = Γ¬x. [(2), (3)]

(B20) ΓΓx = ¬Γx:
(1) ¬Γx ≤ ΓΓx, [B14]
(2) Γx ∧ ΓΓx = 0, [B17]
(3) Γx ∨ ¬Γx = 1, [B5]
(4) ΓΓx = ΓΓx∧1 = ΓΓx∧(Γx∨¬Γx) = (ΓΓx∧Γx)∨(ΓΓx∧¬Γx) = ΓΓx∧¬Γx,

[(2)]
(5) ΓΓx ≤ ¬Γx, [(4)]
(6) ΓΓx = ¬Γx. [(1), (5)]

(B21) ¬x ∧ ΓΓx = 0:
(1) ¬x ≤ Γx, [B14]
(2) ¬x ∧ ΓΓx ≤ Γx ∧ ΓΓx, [(1)]
(3) ¬x ∧ ΓΓx = 0. [(2), B17]

(B22) x ≤ ¬¬x:
(1) x ∧ 1 = x ∧ (¬x ∨ ¬¬x) [B18]

= (x ∧ ¬x) ∨ (x ∧ ¬¬x)
= x ∧ ¬¬x, [B2]

(2) x ≤ ¬¬x. [(1)]
(B23) ΓΓx ≤ x:
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(1) x = x ∨ Γ1 [B16]
= x ∨ Γ(x ∨ Γx) [B3]
= x ∨ (Γx ∧ ΓΓx) [B9]
= (x ∨ Γx) ∧ (x ∨ ΓΓx)
= x ∨ ΓΓx, [B3]

(2) ΓΓx ≤ x. [(1)]
(B24) ¬¬¬x = ¬x:

(1) ¬¬¬x = ¬(¬¬x)
= ¬(¬¬x ∨ x) [B22]
= ¬¬¬x ∧ ¬x, [B7]

(2) ¬¬¬x ≤ ¬x, [(1)]
(3) ¬x ≤ ¬¬¬x, [B22]
(4) ¬¬¬x = ¬x. [(2), (3)]

(B25) ΓΓΓx = Γx:
(1) ΓΓΓx ≤ Γx, [B23]
(2) ΓΓΓx = Γ(ΓΓx)

= Γ(ΓΓx ∧ x) [B23]
= ΓΓΓx ∨ Γx, [B6]

(3) Γx ≤ ΓΓΓx, [(2)]
(4) Γx = ΓΓΓx. [(1), (3)]

(B26) ¬Γx ≤ x:
(1) ΓΓx = ¬Γx, [B20]
(2) ΓΓx ≤ x, [B23]
(3) ¬Γx ≤ x. [(1), (2)]

(B27) ΓΓ¬x = ¬x:
ΓΓ¬x = ¬Γ¬x [B20]

= ¬¬¬x [B19]
= ¬x. [B24]

(B28) ΓΓΓ¬x = ¬¬x:
ΓΓΓ¬x = Γ¬x [B27]

= ¬¬x. [B19]
(B29) Γ((x ∨ ¬x) ∧ Γx) = ¬¬x:

Γ((x ∨ ¬x) ∧ Γx) = Γ(x ∨ ¬x) ∨ ΓΓx [B6]
= Γ(x ∨ ΓΓ¬x) ∨ ΓΓx [B27]
= (Γx ∧ ¬¬x) ∨ ΓΓx [B9, B28]
= (Γx ∨ ΓΓx) ∧ (¬¬x ∨ ΓΓx)
= ¬¬x. [B3, B22, B23]

(B30) ¬¬Γx = Γx:
¬¬Γx = Γ¬Γx [B19]

= ΓΓΓx [B20]
= Γx. [B25]

(B31) ¬¬¬Γx = ΓΓx:
¬¬¬Γx = ΓΓΓ¬¬Γx [B28]

= Γ¬¬Γx [B25]
= ¬¬¬Γx [B19]
= ¬Γx [B24]
= ΓΓx. [B20]

(B32) ¬((x ∧ Γx) ∨ ¬x) = ΓΓx:
¬((x ∧ Γx) ∨ ¬x) = ¬(x ∧ Γx) ∧ ¬¬x [B7]
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= ¬(x ∧ ¬¬Γx) ∧ ¬¬x [B30]
= (¬x ∨ ΓΓx) ∧ ¬¬x [B8, B31]
= ΓΓx. [B2, B22, B23]

(B33) Γ¬¬x = ¬x:
Γ¬¬x = ¬¬¬x [B19]

= ¬x. [B24]
Now we are able to prove the axioms A4, A6 and A7.

Axiom A4 ∼∼ x = x:
First, we observe that from B14 and D2 we obtain: (D3) ∼ x = (x ∧ Γx) ∨ ¬x.
Then

(1) ∼∼ x = (((x ∧ Γx) ∨ ¬x) ∧ Γ((x ∧ Γx) ∨ ¬x)) ∨ ¬((x ∧ Γx) ∨ ¬x), [D3]
(2) Γ((x ∧ Γx) ∨ ¬x)) = Γ((x ∨ ¬x) ∧ (Γx ∨ ¬x))

= Γ((x ∨ ¬x) ∧ Γx) [B14]
= ¬¬x, [B29]

(3) ∼∼ x = (((x ∧ Γx) ∨ ¬x) ∧ ¬¬x) ∨ ΓΓx [(1), (2), B32]
= (((x ∧ Γx) ∧ ¬¬x) ∨ (¬x ∧ ¬¬x)) ∨ ΓΓx
= ((x ∧ Γx) ∧ ¬¬x) ∨ ΓΓx [B2]
= ((x ∧ Γx) ∨ ΓΓx) ∧ (¬¬x ∨ ΓΓx)
= ((x ∧ Γx) ∨ ΓΓx) ∧ ¬¬x [B22, B23]
= ((x ∨ ΓΓx) ∧ (Γx ∨ ΓΓx)) ∧ ¬¬x
= (x ∨ ΓΓx) ∧ ¬¬x [B3]
= x ∧ ¬¬x [B23]
= x. [B22]

Axiom A6 ∼ x ∨ ▽x = 1:
∼ x ∨ ▽x = (x ∧ Γx) ∨ ¬x ∨ ¬¬x [D3, D1]

= (x ∧ Γx) ∨ 1 = 1. [B18]
Axiom A7 x∧ ∼ x =∼ x ∧ ▽x:

∼ x ∧ ▽x = ((x ∧ Γx) ∨ ¬x) ∧ ¬¬x [D3, D1]
= (x ∧ Γx ∧ ¬¬x) ∨ (¬x ∧ ¬¬x)
= (x ∧ Γx) ∨ 0 [B22, B2]
= (x ∧ Γx) ∨ (x ∧ ¬x) [B2]
= ((x ∧ Γx) ∨ x) ∧ ((x ∧ Γx) ∨ ¬x)
= x∧ ∼ x. [D3]

(B34) If x ≤ y then ¬y ≤ ¬x and Γy ≤ Γx:
(1) x ≤ y, [Hip.]
(2) x ∨ y = y, [(1)]
(3) ¬(x ∨ y) = ¬y, [(2)]
(4) ¬x ∧ ¬y = ¬y, [(3), B7]
(5) ¬y ≤ ¬x, [(4)]
(6) x ∧ y = x, [(1)]
(7) Γ(x ∧ y) = Γx, [(6)]
(8) Γx ∨ Γy = Γx, [(7), B6]
(9) Γy ≤ Γx. [(8)]

(B35) ∼ Γx = ΓΓx:
∼ Γx = ΓΓx ∧ (Γx ∨ ¬Γx) [D2]

= ΓΓx ∧ (Γx ∨ ΓΓx) [B20]
= ΓΓx. [A2]

(B36) ∼ (¬x ∧ Γy) = ¬¬x ∨ ΓΓy:
(1) ∼ (¬x ∧ Γy) = Γ (¬x ∧ Γy) ∧ ((¬x ∧ Γy) ∨ ¬ (¬x ∧ Γy)) , [D2]
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On the other hand
(2) Γ (¬x ∧ Γy) = Γ¬x ∨ ΓΓy [B6]

= ¬¬x ∨ ΓΓy, [B19]
and

(3) ¬ (¬x ∧ Γy) = ¬Γy ∨ ¬¬x [B8]
= ¬¬x ∨ ΓΓy, [B20]

Then B36 follows from (1), (2) and (3).
(B37) ΓΓ(y ∨ ¬¬x) = ΓΓy ∨ ¬¬x:

ΓΓy ∨ ¬¬x = ΓΓy ∨ ΓΓ¬¬x [B27]
= Γ (Γy ∧ Γ¬¬x) [B6]
= Γ (Γy ∧ ¬x) [B33]
= Γ (Γy ∧ ΓΓ¬x) [B27]
= ΓΓ (y ∨ Γ¬x) [B9]
= ΓΓ (y ∨ ¬¬x). [B19]

(B38) If x ≤ y then ∼ y ≤∼ x:
Let x, y be such that

(1) x ≤ y,
Then

(2) ∼ y∨ ∼ x = (y ∧ Γy) ∨ ¬y ∨ ¬x ∨ (x ∧ Γx) [D3]
= (y ∧ Γy) ∨ ¬x ∨ (x ∧ Γx) [(1), B34]
= ¬x ∨ ((y ∨ x) ∧ (y ∨ Γx) ∧ (Γy ∨ x) ∧ (Γy ∨ Γx))
= ¬x ∨ (y ∧ (y ∨ Γx) ∧ (Γy ∨ x) ∧ Γx), ((1), B34)

(3) ∼ y∨ ∼ x = ¬x ∨ (y ∧ (Γy ∨ x) ∧ Γx) [(2)]
= ¬x ∨ (Γx ∧ ((y ∧ Γy) ∨ (y ∧ x)))
= Γx ∧ (¬x ∨ (y ∧ Γy) ∨ x), [(1), B14]

(4) y ∧ Γy ≤ x ∨ ¬x, [(1), B10]
Then

(5) ∼ y∨ ∼ x = Γx ∧ (¬x ∨ x) =∼ x, [(3), (4), D2]
(6) ∼ y ≤∼ x. [(5)]

(B39) ¬x ∧ Γy ≤ Γ (x ∨ y):
(1) ¬x ∧ Γy = ΓΓ¬x ∧ Γy [B27]

= Γ(y ∨ Γ¬x), [B9]
(2) x ≤ ¬¬x [B22]

= Γ¬x, [B19]
(3) Γ(y ∨ Γ¬x) ∨ Γ(x ∨ y) = Γ((y ∨ Γ¬x) ∧ (x ∨ y)) [B6]

= Γ(((y ∨ Γ¬x) ∧ x) ∨ ((y ∨ Γ¬x) ∧ y))
= Γ(((y ∨ Γ¬x) ∧ x) ∨ y)
= Γ(((y ∨ Γ¬x) ∨ y) ∧ (x ∨ y))
= Γ((y ∨ Γ¬x) ∧ (x ∨ y))
= Γ(y ∨ (Γ¬x ∧ x))
= Γ(y ∨ x), [(2)]

(4) Γ(y ∨ Γ¬x) ≤ Γ(x ∨ y), [(3)]
(5) ¬x ∧ Γy ≤ Γ(x ∨ y). [(1), (4)]

(B40) ¬x∧ ∼ y ≤ (x ∨ y) ∨ ¬ (x ∨ y):
(1) ¬x∧ ∼ y ∧ ((x ∨ y) ∨ ¬(x ∨ y)) =∼ y ∧ ((¬x ∧ (x ∨ y)) ∨ (¬x ∧ ¬(x ∨ y)))

=∼ y ∧ ((¬x ∧ y) ∨ (¬x ∧ ¬y)) [B2, B7]
=∼ y ∧ ¬x ∧ (y ∨ ¬y)
= ¬x∧ ∼ y, [D2]

(2) ¬x∧ ∼ y ≤ (x ∨ y) ∨ ¬ (x ∨ y) . [(1)]
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(B41) x ∧ Γx∧ ∼ y ≤ Γ (x ∨ y):
x ∧ Γx∧ ∼ y = x ∧ Γx ∧ Γy ∧ (y ∨ ¬y) [D2]

= (x ∧ Γx ∧ Γy ∧ y) ∨ (x ∧ Γx ∧ Γy ∧ ¬y)
= (x ∧ Γx ∧ Γy ∧ y) ∨ (x ∧ Γx ∧ ¬y) [B14]
≤ Γ(x ∨ y) ∨ (x ∧ Γx ∧ ¬y) [B11]
≤ Γ(x ∨ y) ∨ (x ∧ Γ(x ∨ y)) [B39]
= Γ(x ∨ y). [A2]

(B42) ¬x∧ ∼ y ≤ Γ (x ∨ y):
(1) ¬x∧ ∼ y ∧ Γ(x ∨ y) = ¬x ∧ (y ∨ ¬y) ∧ Γy ∧ Γ(x ∨ y) [D2]

= ¬x ∧ Γy ∧ (y ∨ ¬y) [B39]
= ¬x∧ ∼ y, [D2]

(2) ¬x∧ ∼ y ≤ Γ(x ∨ y). [(1)]
Now we can prove the axiom A5.

Axiom A5 ∼ (x ∨ y) =∼ x∧ ∼ y:
(1) ∼ x∧ ∼ y = ((x ∨ ¬x) ∧ Γx)∧ ∼ y [D2]

= (x ∨ ¬x) ∧ (Γx∧ ∼ y)
= (x ∧ Γx∧ ∼ y) ∨ (∼ y ∧ ¬x ∧ Γx)
= (x ∧ Γx∧ ∼ y) ∨ (∼ y ∧ ¬x), [B14]

(2) x ∧ Γx∧ ∼ y ≤ Γ(x ∨ y), [B41]
(3) ∼ y ∧ Γx ≤ (x ∨ y)∨ ∼ (x ∨ y), [B40]
(4) ∼ x∧ ∼ y ≤ Γ(x ∨ y) ∧ ((x ∨ y) ∨ ¬(x ∨ y)), [(1), (2), (3)]
(5) ∼ x∧ ∼ y ≤∼ (x ∨ y), [(4), D2]
(6) x ≤ x ∨ y,
(7) y ≤ x ∨ y,
(8) ∼ (x ∨ y) ≤∼ x, [(6), B38]
(9) ∼ (x ∨ y) ≤∼ y, [(7), B38]

(10) ∼ (x ∨ y) ≤∼ x∧ ∼ y, [(8), (9)]
(11) ∼ x∧ ∼ y =∼ (x ∨ y). [(5), (10)]

Therefore, ⟨A,∧,∨,∼,▽, 1⟩ is a 4-valued modal algebra. �

3. Other characterizations

The following characterization of 4–valued modal algebras is easier than that given
in Theorem 2.1.

Theorem 3.1. Let (A,∧,∨,∼,¬, 1) be an algebra of type (2,2,1,1,0) where (A,∧,∨,∼, 1)
is a De Morgan algebra with last element 1 and first element 0 =∼ 1. If ▽ is an unary
operation defined on A by means of the formula ▽x =∼ ¬x, then A is a 4–valued modal
algebra if and only if it verifies:

(T1) x ∧ ¬x = 0,
(T2) x ∨ ¬x = x∨ ∼ x.

Furthermore ¬x =∼ ▽x.

Proof. We check only sufficient condition
(A6) ∼ x ∨ ▽x =∼ x∨ ∼ ¬x =∼ (x ∧ ¬x) = 1 [T1]
(A7) ∼ x ∧ ▽x =∼ x∧ ∼ ¬x [T2]

=∼ (x ∨ ¬x)
=∼ (x∨ ∼ x)
= x∧ ∼ x

�
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Remark 3.1. In a 4–valued modal algebra the operation considered in Theorem 2.1,
generally does not coincide with the pseudo-complement ∗ as we can verify in the
following example:

s
s s

s

@
@

@
�
�
�

�
�
�
@

@
@

a

0

b

1

Figure 1.

x ∼ x ▽x
0 1 0
a a 1
b b 1
1 0 1

Table 1.

we have
x ¬x x∗

0 1 1
a 0 b
b 0 a
1 0 0

Table 2.

However, every finite 4–valued modal algebra is a distributive lattice pseudo com-
plemented. We do not know whether this situation holds in the non-finite case. This
suggests that we consider a particular class of De Morgan algebras.

Definition 3.1. An algebra (A,∧,∨,∼,∗ , 1) of type (2,2,1,1,0) is a modal De Morgan
p–algebra if the reduct (A,∧,∨,∼, 1) is a De Morgan algebra with last element 1 and
first element 0 =∼ 1, the reduct is a pseudo–complemented meet–lattice and the
following condition is verified

H1) x∨ ∼ x ≤ x ∨ x∗

Example 3.1. The De Morgan algebra whose Hasse diagram is given in Figure 2
and the operations ∼ and ∗ are defined in Table 3.

s
s
s
s

a

0

b

1

Figure 2.

x ∼ x x∗

0 1 1
a b 0
b a 0
1 0 0

Table 3.

is not a modal De Morgan p–algebra because b = (a∨ ∼ a) ̸≤ a ∨ a∗ = a.

Theorem 3.2. If we define on a modal De Morgan p–algebra ⟨A,∧,∨,∼,∗ , 1⟩ the
operation ¬ by means of the formula ¬x = x∗∧ ∼ x then the algebra ⟨A,∧,∨,¬, 1⟩
verifies the identities T1 and T2.
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Proof.
(T1) x ∧ ¬x = x ∧ x∗∧ ∼ x = 0∧ ∼ x = 0
(T2) x ∨ ¬x = x ∨ (x∗∧ ∼ x) = (x ∨ x∗) ∧ (x∨ ∼ x)

= (x∨ ∼ x) [H1]
�

Remark 3.2. By [4] we know that every finite modal 4–valued algebra A is direct
product of copies of T2, T3 and T4, where T2={0,1}, T3={0,a,1} and T4={0,a,b,1}
are modal De Morgan p–algebra we conclude that A is also a modal De Morgan
p–algebra.

We do not know whether this situation holds in the non-finite case.
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[3] A. V. Figallo, Tópicos sobre álgebras modales 4−valuadas, Proceeding of the IX Simposio
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Paris 295 (1982), Série I, 555–557.

[8] I. Loureiro, Algebras Modais Tetravalentes, Ph. D. Thesis, Faculdade de Ciências de Lisboa,

1983.
[9] I. Loureiro, Prime spectrum of a tetravalent modal algebras, Notre Dame J. of Formal Logic

24 (1983), 389–394.
[10] I. Loureiro, Finitely generated free tetravalent modal algebras, Discrete Math. 46 (1983), 41–48.

[11] I. Loureiro, Finite Tetravalent Modal Algebras, Rev. de la Unión Mat. Argentina 31 (1984),
187–191.

[12] I. Loureiro, Principal congruences of tetravalent modal algebras, Notre Dame J. of Formal Logic
26 (1985), 76–80.

[13] G. C. Moisil, Recherches sur les logiques non chrysippiennes, Ann. Scientifiques de l’Université
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1. Introduction

Some recent researchers led to generalizations of some types of algebraic structures by
pseudo structures. G Georgescu and A. Iorgulescu [3], and independently J. Rachunek
[11], introduced pseudo MV –algebras which are a non-commutative generalization of
MV –algebras. The notions of pseudo BL–algebras and pseudo BCK–algebras were
introduced and studied by G. Georgescu and A. Iorgulescu [9, 10, 4]. A. Walendziak
gave a system of axioms defining pseudo BCK– algebras [12]. Y, B. Jun and et
al. introduced the concepts of pseudo-atoms, pseudo BCI–ideals and pseudo BCI–
homomorphisms in pseudo BCI– algebras and characterizations of a pseudo BCI–
ideal, and provide conditions for a subset to be a pseudo BCI–ideal [5]. Y. H. Kim
and K. S. So [7], discuss on minimal elements in pseudo BCI–algebras.

The notion of BE–algebras was introduced by H. S. Kim and Y. H. Kim [6]. We
generalized the notion of BE–algebras and introduced the notion of pseudo BE–
algebras, pseudo subalgebras, pseudo filters and investigated some related properties
[1]. We introduced the notion of distributive pseudo BE–algebra and normal pseudo
filters and prove some basic properties. Furthermore, the notion of pseudo upper sets
in pseudo BE– algebras introduced and prove that the every pseudo filter F of X is
union of pseudo upper sets. We show that in distributive pseudo BE–algebras normal
pseudo filters and pseudo filters are equivalent [2].

In the present paper, we apply the notion of congruence relations to pseudo BE–
algebras and discuss on the quotient algebras via this congruence relations. It is a
natural question which is the relationships between congruence relations on pseudo
BE–algebras and (normal)pseudo filters. From here comes the main motivation for
this. We show that quotient of a pseudo BE–algebra via a congruence relation is a
pseudo BE–algebra and prove that, if X is a distributive pseudo BE–algebra, then
it becomes to a BE–algebra.

Received December 3, 2013.
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2. Preliminaries

In this section we review the basic definitions and some elementary aspects that
are necessary for this paper.

Definition 2.1. [1] An algebra (X; ∗, ⋄, 1) of type (2, 2, 0) is called a pseudo BE–
algebra if it satisfies in the following axioms:

(pBE1) x ∗ x = 1 and x ⋄ x = 1,
(pBE2) x ∗ 1 = 1 and x ⋄ 1 = 1,
(pBE3) 1 ∗ x = x and 1 ⋄ x = x,
(pBE4) x ∗ (y ⋄ z) = y ⋄ (x ∗ z),
(pBE5) x ∗ y = 1 ⇔ x ⋄ y = 1, for all x, y, z ∈ X.

In a pseudo BE–algebra, one can introduce a binary relation ” ≤ ” by x ≤ y ⇔
x ∗ y = 1 ⇔ x ⋄ y = 1, for all x, y ∈ X. From now on X is a pseudo BE–algebra,
unless otherwise is stated and we note that if (X; ∗, ⋄, 1) is a pseudo BE–algebra,
then (X; ⋄, ∗, 1) is a pseudo BE–algebra, too.

Remark 2.1. If X is a pseudo BE–algebra satisfying x ∗ y = x ⋄ y, for all x, y ∈ X,
then X is a BE–algebra.

Proposition 2.1. [1, 2] The following statements hold:
(1) x ∗ (y ⋄ x) = 1, x ⋄ (y ∗ x) = 1,
(2) x ⋄ (y ⋄ x) = 1, x ∗ (y ∗ x) = 1,
(3) x ⋄ ((x ⋄ y) ∗ y) = 1, x ∗ ((x ∗ y) ⋄ y) = 1,
(4) x ∗ ((x ⋄ y) ∗ y) = 1, x ⋄ ((x ∗ y) ⋄ y) = 1,
(5) If x ≤ y ∗ z, then y ≤ x ⋄ z,
(6) If x ≤ y ⋄ z, then y ≤ x ∗ z,
(7) 1 ≤ x, implies x = 1.
(8) If x ≤ y, then x ≤ z ∗ y and x ≤ z ⋄ y,
for all x, y, z ∈ X.

Definition 2.2. [1] A non-empty subset F of X is called a pseudo filter of X if it
satisfies in the following axioms:

(pF1) 1 ∈ F,
(pF2) x ∈ F and x ∗ y ∈ F imply y ∈ F.

Proposition 2.2. [1] Let F ⊆ X and 1 ∈ F. F is a pseudo filter if and only if x ∈ F
and x ⋄ y ∈ F imply y ∈ F, for all x, y ∈ X.

Theorem 2.3. [1] Let X be a pseudo BE-algebra. Then every pseudo filter of X is
a pseudo sub-algebra.

Definition 2.3. [2] X is said to be distributive if it satisfies in the following condition:

x ∗ (y ⋄ z) = (x ∗ y) ⋄ (x ∗ z), for all x, y, z ∈ X.

Theorem 2.4. [2] Let X be a distributive and x ≤ y. Then
(i) z ∗ x ≤ z ∗ y, and z ∗ x ≤ z ⋄ y,

(ii) z ⋄ x ≤ z ∗ y, and z ⋄ x ≤ z ⋄ y,
for all x, y, z ∈ X.

Proposition 2.5. [2] Let X be a distributive. Then
(i) y ∗ z ≤ (x ∗ y) ∗ (x ∗ z), and y ∗ z ≤ (x ∗ y) ⋄ (x ∗ z),

(ii) y ⋄ z ≤ (x ∗ y) ∗ (x ∗ z), and y ⋄ z ≤ (x ∗ y) ⋄ (x ∗ z),
(iii) A(x ∗ y) = A(x ⋄ y),
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for all x, y, z ∈ X.

Definition 2.4. [2] A pseudo filter F is said to be normal, if for all x, y ∈ X

x ∗ y ∈ F if and only if x ⋄ y ∈ F.

Theorem 2.6. [2] Let X be distributive. Then every pseudo filter is normal.

Theorem 2.7. [2] Let (X; ∗, ⋄, 1) be a distributive pseudo BE–algebra. (X, ⋄, ∗, 1)
is a distributive pseudo BE–algebra if and only if (X; ∗, 1) is a BE–algebra (i. e.
x ∗ y = x ⋄ y, for all x, y ∈ X).

3. Congruences relations on pseudo BE–algebras

Quotient algebras are a basic tool for exploring the structures of pseudo BE–
algebras. There are some relations between pseudo filters, pseudo congruence and
quotient pseudo BE–algebras. We define the notion of congruence relations on pseudo
BE–algebras and prove that the quotient algebra (X/θ; ∗, ⋄, C1) is a pseudo BE–
algebra.

Definition 3.1. Let ”θ” be an equivalence relation on X. ”θ” is called:
(i) Left congruence relation on X if (x, y) ∈ θ implies (u ∗ x, u ∗ y) ∈ θ and (u ⋄

x, u ⋄ y) ∈ θ, for all u ∈ X.
(ii) Right congruence relation on X if (x, y) ∈ θ implies (x ∗ v, y ∗ v) ∈ θ and

(x ⋄ v, y ⋄ v) ∈ θ, for all v ∈ X.
(iii) Congruence relation on X if has the substitution property with respect to ” ∗ ”

and ”⋄”, that is, for any (x, y), (u, v) ∈ θ we have (x∗u, y∗v) ∈ θ and (x⋄u, y⋄v) ∈
θ.

Example 3.1. (i). It is obvious that ∇ = X × X and △ = {(x, x) | x ∈ X} is a
congruence relation on X.
(ii). Let X = {1, a, b, c, d} and operations ” ∗ ” and ” ⋄ ” defined as follows:

∗ 1 a b c d
1 1 a b c d
a 1 1 a 1 1
b 1 1 1 1 1
c 1 a a 1 1
d 1 a b c 1

⋄ 1 a b c d
1 1 a b c d
a 1 1 c 1 1
b 1 1 1 1 1
c 1 a b 1 1
d 1 a b c 1

Set θ1 := △ ∪ {(d, 1), (1, d)} and θ2 := △ ∪ {(1, a), (a, 1)}. We can see that θ1 is a
congruence relation on X and θ2 is a left congruence relation on X. Since (1, a) ∈ θ2,
and (b, a) = (1 ∗ b, a ∗ b) /∈ θ2, it follows that θ2 is not a right congruence relation.
(iii). Let X = {1, a, b, c}, operations ” ∗ ” and ” ⋄ ” defined as follows:

∗ 1 a b c
1 1 a b c
a 1 1 1 a
b 1 1 1 1
c 1 1 1 1

⋄ 1 a b c
1 1 a b c
a 1 1 1 b
b 1 1 1 1
c 1 1 1 1

Then, (X; ∗, ⋄, 1) is a pseudo BE–algebra. If set θ3 = ∆ ∪ {(b, c), (c, b)}, then θ3 is a
right congruence relation. Since (b, c) ∈ θ3 and a ∈ X, but (1, a) = (a ∗ b, a ∗ c) /∈ θ3,
it follows that θ3 is not a left congruence neither a congruence relation.
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For any x ∈ X, we define

ϕx = {(a, b) ∈ X ×X : x ∗ a = x ∗ b and x ⋄ a = x ⋄ b}.
Proposition 3.1. ϕx is a left congruence relation on X, for all x ∈ X.

Proof. It is obvious that ϕx is an equivalence relation on X. Let (a, b) ∈ ϕx and u ∈ X.
Hence x ∗ a = x ∗ b. Now, we have x ∗ (u ∗ a) = u ∗ (x ∗ a) = u ∗ (x ∗ b) = x ∗ (u ∗ b).
Therefore, (u ∗ a, u ∗ b) ∈ ϕx. By a similar way (u ⋄ a, u ⋄ b) ∈ ϕx. �
The following example shows that ϕx is not a right congruence relation on X, in
general.

Example 3.2. Let X = {1, a, b, c} and operations ” ∗ ” and ” ⋄ ” defined as follows:

∗ 1 a b c
1 1 a b c
a 1 1 1 1
b 1 a 1 c
c 1 b 1 1

⋄ 1 a b c
1 1 a b c
a 1 1 1 1
b 1 c 1 c
c 1 c 1 1

Then, (X; ∗, ⋄, 1) is a pseudo BE–algebra. It can be seen that

ϕc = {(1, 1), (a, a), (b, b), (c, c), (1, b), (b, 1), (b, c), (c, b)}
is a left congruence relation on X, but it is not right congruence relation because
(c, b) ∈ ϕc but (c ∗ a, b ∗ a) = (b, a) /∈ ϕc.

Proposition 3.2. Let X be distributive. Then ϕx is a right congruence relation on
X, for all x ∈ X.

Proof. It is sufficient to show that if (a, b) ∈ ϕx and v ∈ X, then (a ∗ v, b ∗ v) ∈ ϕx.
Let (a, b) ∈ ϕx and v ∈ X. Hence x ∗ a = x ∗ b and x ⋄ a = x ⋄ b. Now, by using
distributivity of X we have x ∗ (a ⋄ v) = (x ∗ a) ⋄ (x ∗ v) = (x ∗ b) ⋄ (x ∗ v) = x ∗ (b ⋄ v).
Therefore, (a ⋄ v, b ⋄ v) ∈ ϕx. By a similar way (a ∗ v, b ∗ v) ∈ ϕx. �
Example 3.3. In Example 3.2, consider

c ∗ (c ⋄ a) = c ∗ c = 1 ̸= b = 1 ⋄ b = (c ∗ c) ⋄ (c ∗ a),

then X is not distributive. Also we showed that ϕc is not a right congruence relation.

Let pCon(X) be the set of all congruence relations onX and respectively pConL(X)
(pConR(X)) be the set of all the left (right) congruence relations on X. It is
clear that pCon(X) = pConL(X) ∩ pConR(X). For θ ∈ pCon(X) we will denote
Cx(θ) = {y ∈ X : y ∼θ x}, abbreviated by Cx. We will call Cx the equivalence class
containing x and so X/θ = {Cx : x ∈ X}.

Theorem 3.3. Let θ ∈ pCon(X). Then C1 = {x ∈ X : x ∼θ 1} is a pseudo filter of
X.

Proof. Since θ is a reflexive relation, we see that (1, 1) ∈ θ and so 1 ∼θ 1. Thus
1 ∈ C1. Now, let x, y ∈ X. Assume that a ∈ C1, a ∗ x ∈ C1. Then a ∗ x ∼θ 1. Now,
we have x ⋄ (a ∗ x) ∼θ x ⋄ 1. Thus 1 ∼θ a ∼θ x and so x ∈ C1. This shows that C1 is
a pseudo filter of X. �
Note. Let θ ∈ pCon(X). Define operations ” ∗ ” and ” ⋄ ” on X/θ by Cx ∗Cy = Cx∗y
and Cx ⋄ Cy = Cx⋄y. Let ν : X → X/θ be such that ν(x) = Cx for all x ∈ X.
Then, ν is an epimorphism. In fact ν(x ∗ y) = Cx∗y = Cx ∗ Cy = ν(x) ∗ ν(y) and
ν(x ⋄ y) = Cx⋄y = Cx ⋄Cy = ν(x) ⋄ ν(y). ν is called the natural homomorphism from
X to X/θ.
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Proposition 3.4. The following statements hold:
(i) if θ = X ×X, then X/θ = {C1},

(ii) if θ = △X , then X/θ = {X},
(iii) if x ≤ y, then Cx ≤ Cy.

Proof. (i). Let Cx ∈ X/θ, for some x ∈ X. Since θ = X ×X, we have (x, y) ∈ θ for
all y ∈ X. Hence Cx = Cy. Putting y := 1, then Cx = C1. Therefore, X/θ = {C1}.

(ii). Let Cx ∈ X/θ, for some x ∈ X. Since θ = △X , we have Cx = {x}. Therefore,
X/θ = {X}.

(iii). Since x ≤ y, we get that x ∗ y = 1 and x ⋄ y = 1. Hence Cx∗y = C1 = Cx ∗Cy
and Cx⋄y = C1 = Cx ⋄ Cy. Therefore, Cx ≤ Cy. �

Proposition 3.5. Let θ ∈ pCon(X). Then (X/θ; ∗, ⋄, C1) is a pseudo BE–algebra.

Proof. If Cx, Cy, Cz ∈ X/θ, then we have
(pBE1) Cx ∗ Cx = C1 and Cx ⋄ Cx = C1,
(pBE2) Cx ∗ C1 = C1 and Cx ⋄ C1 = C1,
(pBE3) C1 ∗ Cx = Cx and C1 ⋄ Cx = Cx,
(pBE4) Cx ∗ (Cy ⋄ Cz) = Cy ⋄ (Cx ∗ Cz),
(pBE5) Cx ≤ Cy ⇔ Cx ∗ Cy = C1 ⇔ Cx ⋄ Cy = C1.

Then, (X/θ; ∗, ⋄, C1) is a pseudo BE–algebra. �

Example 3.4. Consider congruence relation θ1 in Example 3.1(ii), then

X/θ1 = {C1 = Cd = {1, d}, Ca = {a}, Cb = {b}, Cc = {c}},
with the operations ” ∗ ” and ” ⋄ ” defined by following table is a pseudo BE–algebra.

∗ C1 Ca Cb Cc
C1 C1 Ca Cb Cc
Ca C1 C1 Ca C1

Cb C1 C1 C1 C1

Cc C1 Ca Ca C1

⋄ C1 Ca Cb Cc
C1 C1 Ca Cb Cc
Ca C1 C1 Cc C1

Cb C1 C1 C1 C1

Cc C1 Ca Cb C1

Theorem 3.6. Let X be distributive and θ ∈ pCon(X). Then (X/θ; ∗, ⋄, C1) is too.

Proof. Let Cx, Cy, Cz ∈ X/θ, for any x, y, z ∈ X. Then

Cx ∗ (Cy ⋄ Cz) = Cx ∗ Cy⋄z = Cx∗(y⋄z)

= C(x∗y)⋄(x∗z)

= Cx∗y ⋄ Cx∗z
= (Cx ∗ Cy) ⋄ (Cx ∗ Cz).

Therefore, X/θ is distributive. �

Proposition 3.7. Let f : X → Y be a homomorphism. Then
(i) f(1) = 1,

(ii) f has the isotonic property, i. e., if x ≤ y, then f(x) ≤ f(y), for all x, y ∈ X.

Proof. (i). Let x ∈ X. Since x ∗ x = x ⋄ x = 1 and f is a homomorphism, we see that
f(1) = f(x ∗ x) = f(x) ∗ f(x) = 1 and f(1) = f(x ⋄ x) = f(x) ⋄ f(x) = 1. Hence
f(1) = 1.

(ii). If x ≤ y, Then x ∗ y = x ⋄ y = 1. So, (i) implies

f(x) ∗ f(y) = f(x ∗ y) = f(1) = 1, and f(x) ⋄ f(y) = f(x ⋄ y) = f(1) = 1.

Hence f(x) ≤ f(y). Therefore, f has the isotonic property. �
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Proposition 3.8. Let f : X → Y be a homomorphism and θ = {(x, y) : f(x) = f(y)}.
Then
(i) θ is a congruence relation on X,

(ii) X/θ ∼= f(X).

Proof. (i). It is obvious θ is an equivalence relation on X. We only show that θ
satisfies the substitution property. Assume that (x, y) and (u, v) ∈ θ. Then we have
f(x) = f(y) and f(u) = f(v). Since f is a homomorphism and above argument yields,

f(x ∗ u) = f(x) ∗ f(u) = f(y) ∗ f(v) = f(y ∗ v).

and

f(x ⋄ u) = f(x) ⋄ f(u) = f(y) ⋄ f(v) = f(y ⋄ v).

Then (x∗u, y∗v), (x⋄u, y⋄v) ∈ θ. In the same way we have (u∗x, v∗y), (u⋄x, v⋄y) ∈ θ.
Hence θ is a congruence relation on X.

(ii). By using the Proposition 3.5, we have (X/θ; ∗, ⋄, C1) is a pseudo BE–algebra.
Let ν : X/θ → f(X) be such that ν(Cx) = f(x), for all Cx ∈ X/θ. Then

(i). v is well defined, because if Cx = Cy, for any x, y ∈ X, then (x, y) ∈ θ.
Therefore, f(x) = f(y). Hence ν(Cx) = ν(Cy).

(ii). ker ν = {Cx : ν(Cx) = f(x) = 1} = {Cx : f(x) = f(1)} = {Cx : (x, 1) ∈ θ} =
C1. Then v is one to one.

(iii). ν(Cx ∗ Cy) = ν(Cx∗y) = f(x ∗ y) = f(x) ∗ f(y) = ν(Cx) ∗ ν(Cy) and
ν(Cx ⋄ Cy) = ν(Cx⋄y) = f(x ⋄ y) = f(x) ⋄ f(y) = ν(Cx) ⋄ ν(Cy). Thus ν is a
homomorphism. Therefore, X/θ ∼= f(X). �

4. Congruence relations induced by pseudo filters

In this section we assume that X is a distributive pseudo BE–algebra, unless
otherwise is stated.

Proposition 4.1. Let F be a pseudo filter of X. Define

x ∼F y if and only if x ∗ y, y ∗ x ∈ F.

Then ∼F∈ pCon(X).

Proof. (i). Since 1 ∈ F , we have x ∗ x = 1 ∈ F , i.e., x ∼F x. This means that ” ∼F ”
is reflexive. Now, if x ∼F y and y ∼F z, then x ∗ y, y ∗ x ∈ F and y ∗ z, z ∗ y ∈ F . By
Proposition 2.5(i), y ∗ z ≤ (x ∗ y) ∗ (x ∗ z). Now, since y ∗ z ∈ F and F is a pseudo
filter, it follows that (x ∗ y) ∗ (x ∗ z) ∈ F . So x ∗ z ∈ F . By a similar way we see
that z ∗ x ∈ F . This shows that ” ∼F ” is transitive. The symmetry of ” ∼F ” is
immediate from the definition. Therefore, ” ∼F ” is an equivalence relation on X.

(ii). Let x ∈ X and u ∼F v. Then by Proposition 2.5(i), v ∗ u ≤ (x ∗ v) ∗ (x ∗ u).
Now, since v ∗ u ∈ F and F is a pseudo filter, (x ∗ v) ∗ (x ∗ u) ∈ F . By a similar
way, (x ∗ u) ∗ (x ∗ v) ∈ F . Therefore, x ∗ v ∼F x ∗ u. Also, by Proposition 2.5(ii),
u ∗ v ≤ (x ⋄ u) ∗ (x ⋄ v). Now, since u ∗ v ∈ F and F is a pseudo filter, we see that
(x ⋄ u) ∗ (x ⋄ v) ∈ F . By a similar way, (x ⋄ v) ∗ (x ⋄ u) ∈ F . Therefore, x ⋄ v ∼F x ⋄ u.

By using Proposition 2.5(ii), we have x∗u ≤ (y ⋄x)∗ (y ⋄u), then (x∗u)⋄ ((y ⋄x)∗
(y ⋄ u)) = 1 and so by (pBE4) we have (y ⋄ x) ∗ ((x ∗ u) ⋄ (y ⋄ u)) = 1, which implies
that (x ∗ u) ⋄ (y ⋄ u) ∈ F , because F is pseudo filter y ∗ x ∈ F and by Theorem 2.6,
F is normal, then y ⋄ x ∈ F . Hence (x ∗ u) ∗ (y ⋄ u) ∈ F . On the other hand, we have
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x ∗ y ≤ (y ⋄ u) ∗ (x ∗ u), because

(x ∗ y) ⋄ ((y ⋄ u) ∗ (x ∗ u)) = (y ⋄ u) ∗ ((x ∗ y) ⋄ (x ∗ u))

= (y ⋄ u) ∗ (x ∗ (y ⋄ u)) = 1.

Hence (y⋄u)∗(x∗u) ∈ F, because F is pseudo filter and x∗y ∈ F. Thus x∗u ∼F y⋄u.
Finally, since y ⋄ u ∼F y ⋄ v and by a similar way, y ⋄ v ∼F y ∗ v. By the transitivity
” ∼F ” we get x ∗ u ∼F y ∗ v. By the same manner x ⋄ u ∼F y ⋄ v. Therefore,
∼F∈ pCon(X). �

Note. Now, let F be a pseudo filter of X. Denote the equivalence class of x by Cx.
Then F = C1. In fact, if x ∈ F , then x ∗ 1 = x ⋄ 1 = 1 ∈ F and 1 ∗ x = 1 ⋄ x = x ∈ F ,
i.e., x ∼F 1. Hence x ∈ C1.

Conversely, let x ∈ C1. Then x = 1 ∗ x = 1 ⋄ x ∈ F , and so x ∈ F . Hence F = C1.
Denote X/F = {Cx : x ∈ X} and define that Cx ∗ Cy = Cx∗y and Cx ⋄ Cy = Cx⋄y.
Since ” ∼F ” is a congruence relation on X, the operations ” ∗ ” and ” ⋄ ” are well
defined.

Example 4.1. Let X = {1, a, b, c, d} and operations ”∗” and ”⋄” defined as follows:

∗ 1 a b c d
1 1 a b c d
a 1 1 c c 1
b 1 d 1 1 d
c 1 d 1 1 d
d 1 1 c c 1

⋄ 1 a b c d
1 1 a b c d
a 1 1 b c 1
b 1 d 1 1 d
c 1 d 1 1 d
d 1 1 b c 1

Then, (X; ∗, ⋄, 1) is a distributive pseudo BE–algebra. It can be easily seen that
F = {1, a, d} is a pseudo filter. We have

∼F= {(1, 1), (a, a), (b, b), (c, c), (d, d), (1, a), (a, 1), (d, 1), (1, d)(a, d), (d, a), (b, c), (c, b)}

and so ∼F∈ pCon(X).

Theorem 4.2. Let F ∈ pF (X). Then
(i) (X/F ; ∗, C1) = (X/F ; ⋄, C1) is a BE–algebra (which is called quotient pseudo

BE–algebra via F , and C1 = F.)
(ii) (X/F ; ⋄, ∗, 1) is a distributive pseudo BE–algebra if and only if (X/F ; ∗, 1) is a

BE–algebra (i. e. Cx∗y = Cx⋄y, for all x, y ∈ X).

Proof. (i). By similar way of the proof of Proposition 3.5, (X/F ; ∗, ⋄, C1) is a dis-
tributive pseudeo BE-algebra. To prove X/F is a BE-algebra it is sufficient to prove,
Cx ∗Cy = Cx ⋄Cy, for all Cx, Cy ∈ X/F . By Proposition 2.5 (iii), A(x∗y) = A(x⋄y).
By definition of A(x), it is obvious that x ∗ y ∈ A(x ∗ y) and x ⋄ y ∈ A(x ⋄ y). Thus
x ∗ y ∈ A(x ∗ y) = A(x ⋄ y) and so (x ∗ y) ∗ (x ⋄ y) = 1 ∈ F . By similar way,
x ⋄ y ∈ A(x ⋄ y) = A(x ∗ y) and so (x ⋄ y) ∗ (x ∗ y) = 1 ∈ F . Hence x ∗ y ∼F x ⋄ y and
so Cx∗y = Cx⋄y, which means Cx ∗ Cy = Cx ⋄ Cy.

(ii). By (i) and Theorem 2.7, the proof is obvious. �



CONGRUENCE RELATIONS ON PSEUDO BE–ALGEBRAS 173

Example 4.2. Let X = {1, a, b, c, d, e}. Define the operations ” ∗ ” and ” ⋄ ” on X
as follows:

∗ 1 a b c d e
1 1 a b c d e
a 1 1 c c d 1
b 1 a 1 1 d e
c 1 a 1 1 d e
d 1 a 1 1 1 e
e 1 a c c d 1

⋄ 1 a b c d e
1 1 a b c d e
a 1 1 b c d 1
b 1 a 1 1 d e
c 1 a 1 1 d e
d 1 a 1 1 1 e
e 1 a c c d 1

Then (X; ∗, ⋄, 1) is a distributive pseudo BE–algebra. By consider pseudo filter F =
{1, e}, we have X/F = {C1 = Ce = F,Ca = {a}, Cb = Cc = {b, c}, Cd = {d}} with
the operations ” ∗ ” and ” ⋄ ” defined by following table is a pseudo BE–algebra.

∗ = ⋄ C1 Ca Cb Cd
C1 C1 Ca Cb Cd
Ca C1 C1 Cb Cd
Cb C1 Ca C1 Cd
Cd C1 Ca C1 C1

Proposition 4.3. Let θ ∈ pCon(X). Then
(i) Fθ ∈ pF (X),

(ii) Fθ = {x|(x, 1) ∈ θ}.

Proof. (i). Since (x, x) ∈ θ, we have x ∗ x = 1 ∈ Fθ. Suppose that x ∗ y, x ∈ Fθ.
There are (u, v), (p, q) ∈ θ such that x ∗ y = u ∗ v and x = p ∗ q. Since (u, v) ∈ θ ∈
pCon(X), we have (u ∗ v, v ∗ v) = (x ∗ y, 1) ∈ θ and by a similar way (x, 1) ∈ θ. Now,
(x∗y, 1∗y) = (x∗y, y) ∈ θ. Hence (y, 1) ∈ θ. This yields that y∗1 = 1, 1∗y = y ∈ Fθ.
That is Fθ is a pseudo filter of X. Furthermore, we can see that, Fθ is normal pseudo
filter from Theorem 2.6.

(ii). Put F := {x|(x, 1) ∈ θ}. Let x ∈ Fθ. There is (u, v) ∈ θ such that x = u ∗ v.
Since θ is a congruence, we have (x, 1) = (u ∗ v, 1) = (u ∗ v, v ∗ v) ∈ θ. Hence Fθ ⊆ F.

Now, let x ∈ F . Hence (x, 1) ∈ θ and so x ∗ 1 = 1, 1 ∗ x = x ∈ Fθ. Hence F ⊆ Fθ.
Therefore, F = Fθ. �

In [8], M. Kondo proved that θ is a regular cogruence relation on BCI–algebra if
and only if θ = θIθ . Now, it is natural to ask whether θ = θFθ

in pseudo BE–algebras,
for all θ ∈ pCon(X). We shall investigate the relation between the congruences θ and
θFθ

.

Theorem 4.4. Let θ ∈ pCon(X). Then θFθ
= θ.

Proof. Let (x, y) ∈ θ. Then x ∗ y, y ∗ x ∈ Fθ. Since Fθ is a normal pseudo filter by
Proposition 4.3(i), we have (x, y) ∈ θFθ

. Therefore θ ⊆ θFθ
. Now, it is sufficient to

show that θFθ
⊆ θ. Let (x, y) ∈ θFθ

. By definition, we have x ∗ y, y ∗ x ∈ Fθ. Hence
there are (u, v), (p, q) ∈ θ such that x ∗ y = u ∗ v, y ∗ x = p ∗ q. Since θ ∈ pCon(X), we
have

(x ∗ y, 1) = (u ∗ v, 1) = (u ∗ v, v ∗ v) ∈ θ.

By a similar way (y ∗ x, 1) ∈ θ. Using Proposition 4.3(ii), x ∗ y, y ∗ x ∈ Fθ. Hence
(x, y) ∈ θ and so θFθ

⊆ θ. Therefore, θFθ
= θ. �

Proposition 4.5. Let f : X → Y be a homomorphism. Then
(i) f is epimorphic if and only if Im(f) = Y,

(ii) f is monomorphic if and only if ker(f) = {0},
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(iii) f is isomorphic if and only if the inverse mapping f−1 is isomorphic.
(iv) ker(f) is a closed pseudo filter of X,
(v) Im(f) is a pseudo subalgebra of Y.

Proof. (iv). By Proposition 3.7(i), 1 ∈ ker(f). Let x, x ∗ y ∈ ker(f), then f(x) =
f(x ∗ y) = 1, and so

1 = f(x ∗ y) = f(x) ∗ f(y) = 1 ∗ f(y) = f(y).

Thus y ∈ ker(f). Now, let x ∗ y ∈ ker(f). Then f(x ∗ y) = f(x) ∗ f(y) = 1, and so by
(pBE5) we have f(x) ⋄ f(y) = f(x ⋄ y) = 1. Therefore, x ⋄ y ∈ F. By a similar way
we can prove if x ⋄ y ∈ F , then x ∗ y ∈ F. Hence ker(f) is a closed pseudo filter of X.

(v). Obviously, Im(f) is a non-vacuous set. If y1, y2 ∈ Im(f), then there exist x1,
x2 ∈ X such that y1 = f(x1) and y2 = f(x2), thus

y1 ∗ y2 = f(x1) ∗ f(x2) = f(x1 ∗ x2) ∈ Im(f),

and
y1 ⋄ y2 = f(x1) ⋄ f(x2) = f(x1 ⋄ x2) ∈ Im(f).

Consequently, Im(f) is a pseudo subalgebra of Y . �

Note. In general, Im(f) may not be a pseudo filter.

Example 4.3. Let X = {1, a, b, c} and Y = {1, a, b, c, d}. Define operations ”∗” and
” ⋄ ” on X and Y as follows:

∗ 1 a b c
1 1 a b c
a 1 1 a 1
b 1 1 1 1
c 1 a a 1

⋄ 1 a b c
1 1 a b c
a 1 1 c 1
b 1 1 1 1
c 1 a b 1

∗ 1 a b c d
1 1 a b c d
a 1 1 a 1 a
b 1 1 1 1 a
c 1 a a 1 a
d 1 1 1 1 1

⋄ 1 a b c d
1 1 a b c d
a 1 1 c 1 c
b 1 1 1 1 c
c 1 a b 1 d
d 1 1 1 1 1

Then (X; ∗, ⋄, 1) and (Y ; ∗, ⋄, 1) are pseudo BE–algebras and {1, a, b, c} is a pseudo
filter of X. Now, if we consider f : X → Y as the identity map, then f is a homomor-
phism and f(X) = X. We can see that X = {1, a, b, c} is a trivial pseudo filter of X,
but f(X) is not a pseudo filter of Y , because

a ∗ d = a ∈ f(X), a ∈ f(X) but d ̸∈ f(X).

Proposition 4.6. Let f : X → Y be an epimorphism. If F is a pseudo filter of X,
then f(F ) is a pseudo filter of Y .

Proof. f(F ) is nonempty subset of Y because 1 ∈ f(F ). Let y ∈ Y and a ∈ f(F )
such that a ∗ y,∈ f(F ). Then there exist x ∈ X and a1 ∈ F such that f(x) = y and
f(a1) = a. Now, we have a ∗ y = f(a1) ∗ f(x) = f(a1 ∗ x) ∈ f(F ). Hence a1 ∗ x ∈ F.
Since F is a pseudo filter and a1 ∈ F , we have x ∈ F . Therefore, y = f(x) ∈ f(F ). �

Theorem 4.7. Let F be a closed pseudo filter of X. Then there is a canonical
surjective homomorphism φ : X → X/F by φ(x) = Cx, and kerφ = F , where
kerφ = φ−1(C1).
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Proof. It is clear that φ is well-defined. Let x, y ∈ X. Then

φ(x ∗ y) = Cx∗y = Cx ∗ Cy = φ(x) ∗ φ(y)

and

φ(x ⋄ y) = Cx⋄y = Cx ⋄ Cy = φ(x) ⋄ φ(y).

Hence φ is homomorphism.
Clearly φ is onto. Also, we have

kerφ = {x ∈ X : φ(x) = C1} = {x ∈ X : Cx = C1}
= {x ∈ X : x ∗ 1, 1 ∗ x, x ⋄ 1, 1 ⋄ x ∈ F}
= {x ∈ X : x ∈ F} = F.

�

5. Conclusion

In this paper, we consider the relation between congruence relations on pseudo BE–
algebras and (normal) pseudo filters. Also, we show that the quotient of a pseudo
BE–algebra via a congruence relation is a pseudo BE–algebra and prove that, if X is
a distributive pseudo BE–algebra and F is a normal pseudo filter, then the quotient
algebra via this filter is a BE–algebra.
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1. Introduction

We deal with the following boundary value problems
∂u
∂t − div

(
a(x, t, u,∇u)

)
+ g(x, t, u,∇u) +H(x, t,∇u) = f in Q,

u(x, t) = 0 on ∂Ω × (0, T ),
u(x, 0) = u0(x) on Ω,

(1)
where the cylinder Q = Ω× [0, T ] with a given real number T > 0 and Ω is a bounded
domain of RN , a : Ω × [0, T ] × R × RN → RN is a Carathéodory function (that is,
measurable with respect to x in Ω for every (t, s, ξ) in [0, T ]×R×RN , and continuous
with respect to (s, ξ) in R×RN for almost every x in Ω) such that for all ξ, η in RN ,
ξ ̸= η,

|a(x, t, s, ξ)| ≤ β
[
k(x, t) + |s|p−1 + |ξ|p−1

]
, (2)

[a(x, t, s, ξ) − a(x, t, s, η)](ξ − η) > 0, (3)

a(x, t, s, ξ)ξ ≥ α|ξ|p, (4)

where the function k(x, t) ∈ Lp
′
(Q) and β, α are positives constants.

Furthermore, let g(x, t, s, ξ) : Ω× [0, T ]×R×RN → R, and H(x, t, ξ) : Ω× [0, T ]×
RN → R be two Carathéodory functions which satisfy, for all (x, t) ∈ Q and for all
s ∈ R, ξ ∈ RN , the following conditions

|g(x, t, s, ξ)| ≤ L1(|s|)
(
L2(x, t) + |ξ|p

)
, (5)

g(x, t, s, ξ)s ≥ 0, (6)

|H(x, t, ξ)| ≤ h(x, t)|ξ|p−1, (7)

where L1 : R+ → R+ is a continuous increasing function in L1(R), while L2(x, t)
belongs to L1(Q), and h(x, t) ∈ Lr(Q) with r > max(N, p).

u(x, 0) = u0 ∈ L1(Ω). (8)
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Our purpose in this paper is to prove the existence of solutions for the initial-
boundary value problems (1) in the setting Sobolev space, in the case where H ̸= 0

and f belongs to Lp
′
(0, T ;W−1,p′(Ω)), where the principal part −div

(
a(x, t, u,∇u)

)
,

the nonlinearity g and H satisfying some general growth conditions. Note that, a
little information is known for the parabolic case.

The study of the nonlinear partial differential equations in this type of spaces is
strongly motivated by numerous phenomena of physics, namely the problems related
to non-Newtonian fluids of strongly inhomogeneous behavior with a high ability of
increasing their viscosity under a different stimulus, like the shear rate, magnetic or
electric field.

For some classical and recent results on parabolic problems in Orlicz and Sobolev
spaces see Dall’Aglio-Orsina [11] and Porretta [18] who proved the existence of so-
lutions for the following Cauchy-Dirichlet problem (1) where H = 0 and the right
hand side f is assumed to belong to L1(Q). This result generalizes analogous one
of Boccardo-Gallouët [7], J. L. Lions [17], Landes [14] with g = 0, and of Landes-
Mustonen [15, 16] with g = g(x, t, u). See also [8] and [2, 4, 9, 10, 12, 19, 20, 21, 22]
for related topics. In all of these results, the function a is supposed to satisfy a
polynomial growth condition with respect to u and ∇u.

2. Main result

Firstly, we give the following lemma which will be used in our main result.

Lemma 2.1. Given the functions λ, γ, φ, ρ defined on [a,+∞[, suppose that a ≥ 0,
λ ≥ 0, γ ≥ 0 and that λγ, λφ and λρ belong to L1(a,+∞). If for a.e., t ≥ 0 we have

φ(t) ≤ ρ(t) + γ(t)

∫ +∞

t

λ(τ)φ(τ)dτ, then for a.e., t ≥ 0

φ(t) ≤ ρ(t) + γ(t)

∫ +∞

t

ρ(τ)λ(τ)

(∫ τ

t

λ(r)γ(r)dr

)
dτ.

For the proof of this Lemma see [3]. Now we shall prove the following existence
theorem:

Theorem 2.2. Let f ∈ Lp
′
(0, T ;W−1,p′(Ω)) and assume that (2)-(8) hold. Then

there exists at least one solution of the problem (1), in the following sense:

∫
Ω

Sk(u− v)(T ) dx+
⟨∂v
∂t
, Tk(u− v)

⟩
+

∫
Q

a(x, t, u,∇u)∇Tk(u− v) dx dt

+

∫
Q

g(x, t, u,∇u)Tk(u− v) dx dt+

∫
Q

H(x, t,∇u)Tk(u− v) dx dt

=

∫
Q

fTk(u− v) dx dt+

∫
Ω

Sk(u0 − v(0)) dx,

(9)

for all v ∈ Lp(0, T ;W 1,p
0 (Ω)) ∩ L∞(Q), where Sk(s) =

∫ s

0

Tk(r) dr.

Proof. We divide the proof of this Theorem in four steps.

Step 1: Approximate problem and Energy estimate. For n > 0, let us define
the following approximation of u0, g and H. Set

gn(x, t, s, ξ) =
g(x, t, s, ξ)

1 + 1
n |g(x, t, s, ξ)|

and Hn(x, t, ξ) =
H(x, t, ξ)

1 + 1
n |H(x, t, ξ)|

,
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and {u0n} be a sequence in L2(Ω) such that u0n → u0 in L1(Ω).
Let us now consider the following regularized problems:
∂un
∂t

− div
(
a(x, t, un,∇un)

)
+ gn(x, t, un,∇un) +Hn(x, t,∇un) = f in D′(Q),

un(x, t = 0) = 0 in Ω,
un(x, t) = 0 on ∂Ω × (0, T ).

(10)
Note that gn(x, t, s, ξ) and Hn(x, t, ξ) are satisfying the following conditions

|gn(x, t, s, ξ)| ≤ max
{
|g(x, t, s, ξ)| ; n

}
and |Hn(x, t, ξ)| ≤ max

{
|H(x, t, ξ)| ; n

}
.

Moreover, since f ∈ Lp
′
(0, T ;W−1, p′(Ω)), proving existence of a weak solution

un ∈ Lp(0, T ;W 1, p
0 (Ω)) of (10) is an easy task (see e.g. [17]).

For ε > 0 and s ≥ 0, we define

φε(r) =


sign(r) if |r| > s+ ε,
sign(r)(|r| − s)

ε
if s < |r| ≤ s+ ε,

0 otherwise.

We choose v = φε(un) as test function in (10), we have[∫
Ω

Bnφε
(un) dx

]T
0

+

∫
Q

a(x, t, un,∇un) · ∇(φε(un)) dx dt

+

∫
Q

gn(x, t, un,∇un)φε(un) dx dt+

∫
Q

Hn(x, t,∇un)φε(un) dx dt

=

∫ T

0

⟨f ;φε(un)⟩ dt,

where Bnφε
(r) =

∫ r

0

φε(s) ds. Using Bnφε
(r) ≥ 0, gn(x, t, un,∇un)φε(un) ≥ 0, (7) and

Hölder’s inequality, we obtain

1

ε

∫
{s<|un|≤s+ε}

a(x, t, un,∇un)∇un dx dt

≤

(∫
{s<|un|≤s+ε}

|f |p
′
dx dt

) 1
p′
(∫

{s<|un|≤s+ε}

(
|∇un|
ε

)p
dx dt

) 1
p

+

∫
{s<|un|}

h(x, t)|∇un|p−1dx dt.

Observe that,∫
{s<|un|}

h(x, t)|∇un|p−1dx dt

≤
∫ +∞

s

(
−d
dσ

∫
{σ<|un|}

hp dx dt

) 1
p
(
−d
dσ

∫
{σ<|un|}

|∇un|p dx dt

) 1
p′

dσ.

(11)
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Because,∫
{s<|un|}

h(x, t)|∇un|p−1dx dt =

∫ +∞

s

−d
dσ

(∫
{σ<|un|}

h(x, t)|∇un|p−1 dx dt

)
dσ

=

∫ +∞

s

lim
δ→0

1

δ

(∫
{σ<|un|≤σ+δ}

h(x, t)|∇un|p−1 dx dt

)
dσ

≤
∫ +∞

s

lim
δ→0

1

δ

(∫
{σ<|un|≤σ+δ}

hp dx dt

) 1
p
(∫

{σ<|un|≤σ+δ}
|∇un|p dx dt

) 1
p′

dσ

=

∫ +∞

s

(
lim
δ→0

1

δ

∫
{σ<|un|≤σ+δ}

hp dx dt

) 1
p
(

lim
δ→0

1

δ

∫
{σ<|un|≤σ+δ}

|∇un|p dx dt

) 1
p′

dσ

=

∫ +∞

s

(
−d
dσ

∫
{σ<|un|}

hp dx dt

) 1
p
(
−d
dσ

∫
{σ<|un|}

|∇un|p dx dt

) 1
p′

dσ.

By (4) and (11), we deduce that

1

ε

∫
{s<|un|≤s+ε}

α|∇un|p dx dt

≤

(
1

ε

∫
{s<|un|≤s+ε}

|f |p
′
dx dt

) 1
p′
(

1

ε

∫
{s<|un|≤s+ε}

|∇un|p dx dt

) 1
p

+

∫ +∞

s

(
−d
dσ

∫
{σ<|un|}

hp dx dt

) 1
p
(
−d
dσ

∫
{σ<|un|}

|∇un|p dx dt

) 1
p′

dσ.

Letting ε go to zero, we obtain

−d
ds

∫
{s<|un|}

α|∇un|p dx dt

≤

(
−d
ds

∫
{s<|un|}

|f |p
′
dx dt

) 1
p′
(
−d
ds

∫
{s<|un|}

|∇un|p dx dt

) 1
p

+

∫ +∞

s

(
−d
dσ

∫
{σ<|un|}

hp dx dt

) 1
p
(
−d
dσ

∫
{σ<|un|}

|∇un|p dx dt

) 1
p′

dσ,

(12)

where {s < |un|} denotes the set {(x, t) ∈ Q, s < |un(x, t)|} and µ(s) stands for the
distribution function of un, that is µ(s) = |{(x, t) ∈ Q, |un(x, t)| < s}| for all s ≥ 0.

Now, we recall the following inequality (see for example [13]), we have for almost
every s > 0

1 ≤
(
NC

1
N

N

)−1

(µ(s))
1
N −1(−µ′(s))

1
p′

(
− d

ds

∫
{s<|un|}

|∇un|pdx dt

) 1
p

. (13)

Using (13), we have

−d
ds

∫
{s<|un|}

α|∇un|p dx dt

= α

(
−d
ds

∫
{s<|un|}

|∇un|p dx dt

) 1
p′
(
−d
ds

∫
{s<|un|}

|∇un|p dx dt

) 1
p
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≤

(
−d
ds

∫
{s<|un|}

|f |p
′
dx dt

) 1
p′
(
−d
ds

∫
{s<|un|}

|∇un|p dx dt

) 1
p

+
(
NC

1
N

N

)−1

(µ(s))
1
N −1(−µ′(s))

1
p′

(
−d
ds

∫
{s<|un|}

|∇un|p dx dt

) 1
p

×
∫ +∞

s

(
−d
dσ

∫
{σ<|un|}

hp dx dt

) 1
p
(
−d
dσ

∫
{σ<|un|}

|∇un|p dx dt

) 1
p′

dσ.

Which implies that,

α

(
−d
ds

∫
{s<|un|}

|∇un|p dx dt

) 1
p′

≤

(
−d
ds

∫
{s<|un|}

|f |p
′
dx dt

) 1
p′

+
(
NC

1
N

N

)−1

(µ(s))
1
N −1

×(−µ′(s))
1
p′

∫ +∞

s

(
−d
dσ

∫
{σ<|un|}

hp dx dt

) 1
p
(
−d
dσ

∫
{σ<|un|}

|∇un|p dx dt

) 1
p′

dσ.

(14)
Now, we consider two functions B(s) and F (s) (see Lemma 2.2 of [1]) defined by∫

{s<|un|}
hp(x, t)dxdt =

∫ µ(s)

0

Bp(σ)dσ, (15)∫
{s<|un|}

|f |p
′
dxdt =

∫ µ(s)

0

F p
′
(σ)dσ. (16)

||B||Lp(0,T ;W 1,p
0 (Ω)) ≤ ||h||Lp(0,T ;W 1,p

0 (Ω)) and ||F ||Lp′ (0,T ;W−1,p′ (Ω)) ≤ ||f ||Lp′ (0,T ;W−1,p′ (Ω)).

(17)
From (14), (15) and (16) we get

α

(
−d
ds

∫
{s<|un|}

|∇un|pdxdt

) 1
p′

≤ F (µ(s))(−µ′(s))
1
p′

+(NC
1
N

N )−1(µ(s))
1
N −1(−µ′(s))

1
p′

∫ +∞

s

B(µ(ν))(−µ′(ν))
1
p

(
− d

dν

∫
{ν<|un|}

|∇un|pdxdt

) 1
p′

dν.

From Lemma 2.1, we obtain

α

(
−d
ds

∫
{s<|un|}

|∇un|p dx dt

) 1
p′

≤ F (µ(s))(−µ′(s))
1
p′ + (NC

1
N

N )−1(µ(s))
1
N −1(−µ′(s))

1
p′

×
∫ +∞

s

F (µ(σ))B(µ(σ))(−µ′(σ))exp

(∫ σ

s

(NC
1
N

N )−1)B(µ(r))(µ(r))
1
N −1(−µ′(r))dr

)
dσ.

Raising to the power p′, integrating between 0 and +∞ and by a variable change we
have

αp
′
∫
Q

|∇un|p dx dt ≤ c0

∫ |Q|

0

F p
′
(λ) dλ

+c0

∫ |Q|

0

λ(
1
N −1)p′

[∫ λ

0

F (z)B(z)exp

(∫ λ

z

(NC
1
N

N )−1B(v)v
1
N −1dv

)
dz

]p′
dλ.

Using Hölder’s inequality and (17), then we get

||un||Lp(0,T ;W 1,p
0 (Ω)) ≤ c1, (18)
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where ci is some positive constant not depending of n. Then there exists u ∈
Lp(0, T ;W 1,p

0 (Ω)) such that, for some subsequence

un ⇀ u weakly in Lp(0, T ;W 1,p
0 (Ω)), (19)

we conclude that

||Tk(un)||p
Lp(0,T ;W 1,p

0 (Ω))
≤ c2k. (20)

Then for each k, the sequence Tk(un) converges almost everywhere in Q, which implies
that un converges almost everywhere to some measurable function u in Q. Thus by
using the same argument as in [5, 6], we can show that

un → u a.e. in Q, (21)

and we can deduce from (20) that

Tk(un) ⇀ Tk(u) weakly in Lp(0, T ;W 1,p
0 (Ω)). (22)

Which implies, by using (2), for all k > 0 that there exists a function a ∈ (Lp
′
(Q))N ,

such that

a(x, t, Tk(un),∇Tk(un)) ⇀ a weakly in (Lp
′
(Q))N . (23)

Finally, denoting u′n = f + div
(
a(x, t, un,∇un)

)
− gn(x, t, un,∇un) −Hn(x, t,∇un)

we observe that, f + div
(
a(x, t, un,∇un)

)
is bounded in Lp

′
(0, T ;W−1,p′(Ω)) and

−gn(x, t, un,∇un) −Hn(x, t,∇un) is bounded in L1(Q). Then we can conclude that
(un)n is relatively compact in Lploc(Q), thus we can deduce un → u in Lploc(Q), and
un → u strongly in L1(Q).

Step 2: Almost everywhere convergence of the gradients. This step is de-
voted to introduce for k ≥ 0 fixed a time regularization of the function Tk(u) in order
to perform the monotonicity method. This kind of regularization has been first in-
troduced by R. Landes (see Lemma 6 and Proposition 3, p. 230, and Proposition 4,

p. 231, in [14]). For k > 0 fixed, and let φ(t) = teγt
2

, γ > 0. It is well known that

when γ >
(
L1(k)
2α

)2
, one has

φ′(s) − (L1(k)
α )|φ(s)| ≥ 1

2 , for all s ∈ R. (24)

Let ψi ∈ D(Ω) be a sequence which converges strongly to u0 in L1(Ω).
Set wiµ = (Tk(u))µ + e−µtTk(ψi) where (Tk(u))µ is the mollification with respect

to time of Tk(u). Note that wiµ is a smooth function having the following properties:

∂wiµ
∂t

= µ(Tk(u) − wiµ), wiµ(0) = Tk(ψi),
∣∣wiµ∣∣ ≤ k, (25)

wiµ → Tk(u) strongly in Lp(0, T ;W 1,p
0 (Ω)), as µ→ ∞. (26)

We introduce the following function:

hm(s) =


1 if |s| ≤ m,

0 if |s| ≥ m+ 1,

m+ 1 − |s| if m ≤ |s| ≤ m+ 1,

where m > k. Let θµ,in = Tk(un) − wiµ and zµ,in,m = φ(θµ,in )hm(un).
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Using in (10) the test function zµ,in,m, we obtain∫ T

0

⟨∂un
∂t

; φ(Tk(un) − wiµ)hm(un)⟩ dt

+

∫
Q

a(x, t, un,∇un)[∇Tk(un) −∇wiµ]φ′(θµ,in )hm(un) dx dt

+

∫
Q

a(x, t, un,∇un)∇unφ(θµ,in )h′m(un) dx dt

+

∫
Q

(
gn(x, t, un,∇un) +Hn(x, t,∇un)

)
zµ,in,m dx dt

=

∫ T

0

⟨f ; zµ,in,m⟩ dt,

which implies since gn(x, t, un,∇un)φ(Tk(un) − wiµ)hm(un) ≥ 0 on {|un| > k}∫ T

0

⟨∂un
∂t

; φ(Tk(un) − wiµ)hm(un)⟩ dt

+

∫
Q

a(x, t, un,∇un)[∇Tk(un) −∇wiµ]φ′(θµ,in )hm(un) dx dt

+

∫
Q

a(x, t, un,∇un)∇unφ(θµ,in )h′m(un) dx dt (27)

+

∫
{|un|≤k}

gn(x, t, un,∇un)φ(Tk(un) − wiµ)hm(un) dx dt

≤
∫ T

0

⟨f ; zµ,in,m⟩ dt+

∫
Q

|Hn(x, t,∇un)zµ,in,m| dx dt.

In the sequel and throughout the paper, we will omit for simplicity the denote
ε(n, µ, i,m) all quantities (possibly different) such that

lim
m→∞

lim
i→∞

lim
µ→∞

lim
n→∞

ε(n, µ, i,m) = 0,

and this will be the order in which the parameters we use will tend to infinity, that
is, first n, then µ, i and finally m. Similarly we will write only ε(n), or ε(n, µ),... to
mean that the limits are made only on the specified parameters.

We will deal with each term of (27). First of all, observe that∫ T

0

⟨f ; zµ,in,m⟩ dt+

∫
Q

|Hn(x, t,∇un)zµ,in,m| dx dt = ε(n, µ), (28)

since φ(Tk(un) − wiµ)hm(un) converges to φ
(
Tk(u) − (Tk(u))µ + e−µtTk(ψi)

)
hm(u)

strongly in Lp(Q) and weakly−∗ in L∞(Q) as n→ ∞ and finally φ
(
Tk(u)−(Tk(u))µ+

e−µtTk(ψi)
)
hm(u) converges to 0 strongly in Lp(Q) and weakly−∗ in L∞(Q) as µ→

∞.
On the one hand, the definition of the sequence wiµ makes it possible to establish

the following Lemma 2.3.

Lemma 2.3. For k ≥ 0 we have∫ T

0

⟨∂un
∂t

; φ(Tk(un) − wiµ)hm(un)⟩ dt ≥ ε(n,m, µ, i). (29)

Proof. (see Blanchard, Murat and Redwane [6]). �
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Then, the second term of the left hand side of (27) can be written∫
Q

a(x, t, un,∇un)(∇Tk(un) −∇wiµ)φ′(Tk(un) − wiµ)hm(un) dx dt

=

∫
{|un|≤k}

a(x, t, un,∇un)(∇Tk(un) −∇wiµ)φ′(Tk(un) − wiµ)hm(un) dx dt

+

∫
{|un|>k}

a(x, t, un,∇un)(∇Tk(un) −∇wiµ)φ′(Tk(un) − wiµ)hm(un) dx dt

=

∫
Q

a(x, t, un,∇un)(∇Tk(un) −∇wiµ)φ′(Tk(un) − wiµ) dx dt

+

∫
{|un|>k}

a(x, t, un,∇un)(∇Tk(un) −∇wiµ)φ′(Tk(un) − wiµ)hm(un) dx dt,

since m > k and hm(un) = 1 on {|un| ≤ k}, we deduce that∫
Q

a(x, t, un,∇un)(∇Tk(un) −∇wiµ)φ′(Tk(un) − wiµ)hm(un) dx dt

=

∫
Q

(
a(x, t, Tk(un),∇Tk(un)) − a(x, t, Tk(un),∇Tk(u))

)
(∇Tk(un) −∇Tk(u))φ′(Tk(un) − wiµ) dx dt

+

∫
Q

a(x, t, Tk(un),∇Tk(u))(∇Tk(un) −∇Tk(u))φ′(Tk(un) − wiµ)hm(un) dx dt

+

∫
Q

a(x, t, Tk(un),∇Tk(un))∇Tk(u)φ′(Tk(un) − wiµ)hm(un) dx dt

−
∫
Q

a(x, t, un,∇un)∇wiµφ′(Tk(un) − wiµ)hm(un) dx dt

= K1 +K2 +K3 +K4.

Using (2), (23) and Lebesgue theorem we have a(x, t, Tk(un),∇Tk(u)) converges to

a(x, t, Tk(u),∇Tk(u)) strongly in (Lp
′
(Q))N and ∇Tk(un) converges to ∇Tk(u) weakly

in (Lp(Q))N , then K2 = ε(n). Using (23) and (26) we have K3 =

∫
Q

a ∇Tk(u) dx dt+

ε(n, µ). For what concerns K4 can be written, since hm(un) = 0 on {|un| > m+ 1}

K4 = −
∫
Q

a(x, t, Tm+1(un),∇Tm+1(un))∇wiµφ′(Tk(un) − wiµ)hm(un) dx dt

= −
∫
{|un|≤k}

a(x, t, Tk(un),∇Tk(un))∇wiµφ′(Tk(un) − wiµ)hm(un) dx dt

−
∫
{k<|un|≤m+1}

a(x, t, Tm+1(un),∇Tm+1(un))∇wiµφ′(Tk(un) − wiµ)hm(un) dx dt,

and, as above, by letting n to +∞ we get

K4 = −
∫
{|u|≤k}

a∇wiµφ′(Tk(u) − wiµ) dx dt

−
∫
{k<|u|≤m+1}

a∇wiµφ′(Tk(u) − wiµ)hm(u) dx dt+ ε(n),

so that, by letting µ to +∞ we get

K4 = −
∫
Q

a∇Tk(u) dx dt+ ε(n, µ).
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We conclude then that∫
Q

a(x, t, un,∇un)(∇Tk(un) −∇wiµ)φ′(Tk(un) − wiµ)hm(un) dx dt

=

∫
Q

(
a(x, t, Tk(un),∇Tk(un)) − a(x, t, Tk(un),∇Tk(u))

)
(∇Tk(un) −∇Tk(u))φ′(Tk(un) − wiµ) dx dt+ ε(n, µ).

(30)

To deal with the third term of the left hand side of (27), observe that∣∣∣∣∫
Q

a(x, t, un,∇un)∇unφ(θµ,in )h′m(un) dx dt

∣∣∣∣
≤ φ(2k)

∫
{m≤|un|≤m+1}

a(x, t, un,∇un)∇un dx dt.

By (2) and (18), we obtain∣∣∣∣∫
Q

a(x, t, un,∇un)∇unφ(θµ,in )h′m(un) dx dt

∣∣∣∣ ≤ ε(n,m). (31)

We now turn to fourth term of the left hand side of (27), can be written∣∣∣∣∣
∫
{|un|≤k}

g(x, t, un,∇un)φ(Tk(un) − wiµ)hm(un)dxdt

∣∣∣∣∣
≤
∫
{|un|≤k}

L1(k)(L2(x, t) + |∇Tk(un)|p|φ(Tk(un) − wiµ)hm(un) dx dt

≤ L1(k)

∫
Q

L2(x, t)|φ(Tk(un) − wiµ)| dx dt

+
L1(k)

α

∫
Q

a(x, t, Tk(un),∇Tk(un))∇Tk(un)|φ(Tk(un) − wiµ)| dx dt,

(32)

since L2(x, t) belong to L1(Q) it is easy to see that

L1(k)

∫
Q

L2(x, t)|φ(Tk(un) − wiµ)| dx dt = ε(n, µ).

On the other hand, the second term of the right hand side of (32), can be written

L1(k)

α

∫
Q

a(x, t, Tk(un),∇Tk(un))∇Tk(un)|φ(Tk(un) − wiµ)| dx dt

=
L1(k)

α

∫
Q

(
a(x, t, Tk(un),∇Tk(un)) − a(x, t, Tk(un),∇Tk(u))

)
(∇Tk(un) −∇Tk(u))|φ(Tk(un) − wiµ)| dx dt

+
L1(k)

α

∫
Q

a(x, t, Tk(un),∇Tk(u))(∇Tk(un) −∇Tk(u))|φ(Tk(un) − wiµ)| dx dt

+
L1(k)

α

∫
Q

a(x, t, Tk(un),∇Tk(u))∇Tk(u)|φ(Tk(un) − wiµ)| dx dt,

and, as above, by letting first n then finally µ to infinity, we can easily see, that each
one of last two integrals is of the form ε(n, µ). This implies that
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∣∣∣∣∣
∫
{|un|≤k}

g(x, t, un,∇un)φ(Tk(un) − wiµ)hm(un)dxdt

∣∣∣∣∣
≤ L1(k)

α

∫
Q

(
a(x, t, Tk(un),∇Tk(un)) − a(x, t, Tk(un),∇Tk(u))

)
(∇Tk(un) −∇Tk(u))|φ(Tk(un) − wiµ)| dx dt+ ε(n, µ).

(33)
Combining (27), (29), (30), (31) and (33), we get∫
Q

(
a(x, t, Tk(un),∇Tk(un)) − a(x, t, Tk(un),∇Tk(u))

)
(∇Tk(un) −∇Tk(u))

(
φ′(Tk(u) − wiµ) − L1(k)

α |φ(Tk(un) − wiµ)|
)
dx dt

≤ ε(n, µ, i,m),

and so, thanks to (24), we have∫
Q

(
a(x, t, Tk(un),∇Tk(un)) − a(x, t, Tk(un),∇Tk(u))

)
(∇Tk(un) −∇Tk(u)) dx dt ≤ ε(n).

(34)
Hence by passing to the limit sup over n, we get

lim sup
n→∞

∫
Q

(
a(x, t, Tk(un),∇Tk(un)) − a(x, Tk(un),∇Tk(u))

)
(∇Tk(un) −∇Tk(u)) dx dt = 0

This implies that

Tk(un) → Tk(u) strongly in Lp(0, T ;W 1,p
0 (Ω)) for all k. (35)

Now, observe that for every σ > 0,

meas
{

(x, t) ∈ Q : |∇un −∇u| > σ
}

≤ meas
{

(x, t) ∈ Q : |∇un| > k
}

+ meas
{

(x, t) ∈ Q : |u| > k
}

+ meas
{

(x, t) ∈ Q :
∣∣∇Tk(un) −∇Tk(u)

∣∣ > σ
}

then as a consequence of (35) we have that ∇un converges to ∇u in measure and
therefore, always reasoning for a subsequence,

∇un → ∇u a. e. in Q. (36)

Which implies

a(x, t, Tk(un),∇Tk(un)) ⇀ a(x, t, Tk(u),∇Tk(u)) weakly in (Lp
′
(Q))N . (37)

Step 3: Equi-integrability of Hn and gn. We shall now prove that Hn(x, t,∇un)
converges to H(x, t,∇u) and gn(x, t, un,∇un) converges to g(x, t, u,∇u) strongly in
L1(Q) by using Vitali’s theorem. Since Hn(x, t,∇un) → H(x, t,∇u) a.e. Q and
gn(x, t, un,∇un) → g(x, t, u,∇u) a.e. Q, thanks to (5) and (7), it suffices to prove
that Hn(x, t,∇un) and gn(x, t, un,∇un) are uniformly equi-integrable in Q. We will
now prove that Hn(x,∇un) is uniformly equi-integrable, we use Hölder’s inequality
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and (18), we have∫
E

|Hn(x,∇un)| ≤
(∫

E

hp(x, t) dx dt

) 1
p
(∫

Q

|∇un|p
) 1

p′

≤ c1

(∫
E

hp(x, t) dx dt

) 1
p

.

(38)

which is small uniformly in n when the measure of E is small.
To prove the uniform equi-integrability of gn(x, t, un,∇un). For any measurable

subset E ⊂ Q and m ≥ 0,∫
E

|g(x, t, un,∇un)| dx dt =

∫
E∩{|un|≤m}

|g(x, t, un,∇un)| dx dt+
∫
E∩{|un|>m}

|g(x, t, un,∇un)| dx dt

≤L1(m)

∫
E∩{|un|≤m}

[L2(x, t) + |∇un|p] dx dt+

∫
E∩{|un|>m}

|g(x, t, un,∇un)| dx dt (39)

≤L1(m)

∫
E∩{|un|≤m}

[L2(x, t) + |∇Tm(un)|p] dx dt+

∫
E∩{|un|>m}

|g(x, t, un,∇un)| dx dt

=K1 +K2.

For fixed m, we get

K1 ≤ L1(m)

∫
E

[L2(x, t) + |∇Tm(un)|p] dx dt,

which is thus small uniformly in n for m fixed when the measure of E is small (recall

that Tm(un) tends to Tm(u) strongly in Lp(0, T ;W 1,p
0 (Ω))). We now discuss the

behavior of the second integral of the right hand side of (39), let ψm be a function
such that  ψm(s) = 0 if |s| ≤ m− 1,

ψm(s) = sign(s) if |s| ≥ m,
ψ′
m(s) = 1 if m− 1 < |s| < m.

(40)

We choose ψm(un) as a test function for m > 1 in (10), we obtain[ ∫
Ω

Bnm(un)dx
]T
0

+

∫
Q

a(x, t, un,∇un)∇unψ′
m(un) dx dt

+

∫
Q

gn(x, t, un,∇un)ψm(un) dx dt+

∫
Q

Hn(x, t,∇un)ψm(un) dx dt

=

∫ T

0

⟨f ; ψm(un)⟩ dt,

where Bnm(r) =

∫ r

0

ψm(s)ds, which implies, since Bnm(r) ≥ 0 and using (4), Hölder’s

inequality

∫
{m−1≤|un|}

|gn(x, t, un,∇un)| dx dt ≤
∫
E

|Hn(x, t,∇un)| dx dt

+ ∥f∥Lp′ (0,T ;W−1,p′ (Ω))

(∫
{m−1≤|un|≤m}

|∇un|p dx dt
) 1

p

.
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By (18), we have

lim
m→∞

sup
n∈N

∫
{|un|>m−1}

|gn(x, t, un,∇un)| dx dt = 0.

Thus we proved that the second term of the right hand side of (39) is also small, uni-
formly in n and in E when m is sufficiently large. Which shows that gn(x, t, un,∇un)
and Hn(x, t,∇un) are uniformly equi-integrable in Q as required, we conclude that{

Hn(x, t,∇un) → H(x, t,∇u) strongly in L1(Q),
gn(x, t, un,∇un) → g(x, t, u,∇u) strongly in L1(Q).

(41)

Step 4: Passing to the limit. Going back to approximate equations (10) and using

v ∈ Lp(0, T ;W 1,p
0 (Ω)) ∩ L∞(Q) as the test function, one has∫

Ω

Sk(un − v)(T ) dx+
⟨∂v
∂t
, Tk(un − v)

⟩
+

∫
Q

a(x, t, un,∇un)∇Tk(un − v) dx dt

+

∫
Q

g(x, t, un,∇un)Tk(un − v) dx dt+

∫
Q

H(x, t,∇un)Tk(un − v) dx dt

=

∫
Q

fTk(un − v) dx dt+

∫
Ω

Sk(un0 − v(0)) dx,

in which we can pass to the limit thanks to the previous results, we prove the existence
of a solution u of the nonlinear parabolic problems (9). This completes the proof of
Theorem 2.2. �
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Solving nonlinear fractional differential equations using
multi-step homotopy analysis method

Hassan Al-Zou’bi and Mohammad Zurigat

Abstract. This paper presents a numerical technique for solving fractional differential equa-
tion by employing the multi-step homotopy analysis method (MHAM). It is known that the
corresponding numerical solution obtained using the HAM is valid only for a short time. On

the contrary, the results obtained using the MHAM are more valid and accurate during a long
time, and are highly agreement with the exact solutions in the case of integer-order systems.
The objective of the present paper is to modify the HAM to provide symbolic approximate

solution for linear and nonlinear of fractional differential equations. The efficient and accuracy
of the method used in this paper will be demonstrated by comparison with the known methods
and with the known exact solutions in the non fractional case. The fractional derivatives are
described in the Caputo sense.
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1. Introduction

The solutions of fractional differential equations are much involved. In general, there
exists no method that yields an exact solution for fractional differential equations.
Only approximate solution can be derived using linearization or perturbation meth-
ods. In recent years, many researchers have focused on the numerical solution of
ordinary differential equations of fractional order and some numerical methods have
been developed such as Fourier transform method [1], Adomian decomposition method
[2, 3] and Homotopy perturbation method [4, 5]. Recently, the Homotopy analysis
method (HAM) has been proposed by Liao [6, 7, 8, 9, 10, 11]. Based on homotopy
of topology, the validity of the HAM is independent of whether there exist small
parameters or not in the considered equation. The HAM has been used to investi-
gate a variety of mathematical and physical problems [7]. The homotopy analysis
method contains a certain auxiliary parameter h and auxiliary linear operator L
which provides us with a simple way to control and adjust the rate of convergence
of the series solution [12, 13]. The objective of the present paper is to modify the
HAM to provide approximate solution for linear and nonlinear fractional differential
equations. In this paper we investigate the applicability and effectiveness of the HAM
when treated as an algorithm in a sequence of intervals (i.e. time step) for finding
accurate approximate solutions to the fractional differential equation of the form

Dα
∗ u(t) + an u

(n)(t) + an−1 u
(n−1)(t) + ...+ a0 u(t) +N(u(t), u

′
(t)) = f(t),

t ≥ 0, n− 1 < α ≤ n, (1.1)

Received January 16, 2014.
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subject to the initial conditions

u(i)(0) = bi, i = 0, 1, ..., n− 1. (1.2)

Here Dα
∗ is the fractional derivative in the Caputo sense. This modified method is

the multi-step homotopy analysis method. It can be found that the corresponding
numerical solutions obtained by using the HAM are valid only for a short time [13].
While the ones obtained by using the MHAM are more valid and accurate during a
long time and are highly agreement with the exact solutions in the case of integer-order
systems. Some examples are given to illustrate this method. The paper is organized
as follows. A brief review of the fractional calculus is given in Section 2. In Section
3, the proposed method is described. In Section 4, we investigate the applicability
and effectiveness of the multi-step homotopy analysis method for finding accurate
approximate solutions to the fractional differential equation and we will present a
comparison between our results with the exact solution by plotting the exact solution
and the approximate solution. Conclusions are presented in Section 5.

2. Fractional calculus

In this section, we introduce the linear operators of fractional integration and frac-
tional differentiation in the framework of the Riemann-Liouville and Caputo fractional
calculus [14, 15, 16, 17].

Definition 2.1. A real function f(x), x > 0, is said to be in the space Cα, α ∈ R
if it can be written as f(x) = xpf1(x), for some p > α where f1(x) is continous in
[0,∞), and it is said to be in the space Cmα if f (m) ∈ Cα, m ∈ N.

Definition 2.2. A function f(x), x > 0, is said to be in the space Cmµ , m ∈ N∪{0}, if
fm ∈ Cµ .

Definition 2.3. The Riemann-Liouville fractional integral of order α > 0 is

Jαu(t) = uα(t) =
1

Γ(α)

t∫
0

(t− τ)α−1u(τ)dτ, t > 0, α ∈ R+,

J0u(t) = u(t).

Definition 2.4. The Caputo fractional derivative of u(t) is defined as:

Dα
∗ u(t) =


1

Γ(m− α)

t∫
0

u(m)(τ)

(t− τ)α+1−m dτ, m− 1 < α < m,

dmu(t)

dtm
, α = m,

Hence, we have the following properties

1. JαJβu(t) = Jα+βu(t) = JαJβu(t), α, β ≥ 0, u ∈ Cµ,

2. Jαtγ =
Γ(γ + 1)

Γ(α+ γ + 1)
, α > 0, γ > −1, t > 0,

3. Dα
∗ J

αu(t) = u(t),

4. JαDα
∗ u(t) = u(t) −

m−1∑
k=0

u(k)(0+)
tk

k!
, t > 0, m− 1 < α ≤ m.
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3. Multi-step homotopy analysis method algorithm

The HAM has been extended by many authors to solve linear and nonlinear prob-
lems in terms of convergent series with easily computable components, it has some
drawbacks: the series solution always converges in a small region and it has slow con-
vergent rate or completely divergent in the wider region. In this section, we present
the basic ideas of the MHAM that have been developed for the numerical solution of
our problem (1.1), (1.2). It is only a simple modification of the standard HAM and
can ensure the validity of the approximate solution for large time t. To extend this
solution over the interval [0, t], we divide the interval I into r−subintervals of equal
length △t, [t0, t1), [t1, t2), ..., [tr−1, tr] with t0 = 0, tr = t. Let t∗ be the initial
value and uj(t) be approximate solutions in each subinterval [tj−1, tj), j = 1, 2, . . . , r,
then the equations (1.1), (1.2) can be transformed into the following system

Dα
∗ uj(t) + an u

(n)
j (t) + an−1 u

(n−1)
j (t) + ...+ a0 uj(t) +N(uj(t), u

′

j(t)) = f(t),

t ≥ 0, n− 1 < α ≤ n, , j = 1, 2, . . . , r, (3.1)

subject to the initial conditions

u
(i)
1 (t∗) = bi, u

(i)
j (t∗) = u

(i)
j−1(tj−1) = cj,i i = 0, 1, ..., n−1, , j = 1, 2, . . . , r. (3.2)

The zero-order deformation equation of system (3.1) has the form

(1 − q)L[ϕj(t, q) − uj(t
∗)] = qh[Dα

∗ ϕj(t, q) + an
dn

dtn
ϕj(t, q) (3.3)

+an−1
dn−1

dtn−1
ϕj(t, q) + ...+ a0ϕj(t, q) +N(ϕj(t, q),

d

dt
ϕj(t, q)) − f(t)].

Where q ∈ [0, 1] is an embedding parameter, L is an auxiliary linear operator, h ̸= 0
is an auxiliary parameter, ϕj(t; q) is unknown function, uj(t

∗) be the initial guess of
uj(t) which satisfy the initial condition and f(t) is known function. Obviously, when
q = 0 we have

ϕ1(t, 0) = u1(t∗), ϕj(t, 0) = uj(t
∗), j = 2, 3, ..., r. (3.4)

When q = 1, we have

ϕj(t, 1) = uj(t), j = 1, 2, ..., r. (3.5)

Expanding ϕj(t, q), j = 1, 2, ..., r, in Taylor series with respect to q, we get

ϕj(t, q) = uj(t
∗) +

∞∑
m=1

uj,m(t)qm, j = 1, 2, ..., r, (3.6)

where

uj,m(t) =
1

m!

∂mϕj(t, q)

∂qm
|q=0. (3.7)

If the initial guess uj(t
∗), the auxiliary linear operator L and the nonzero auxiliary

parameter h are properly chosen so that the power series (3.6) converges at q = 1,
one has

uj(t) = ϕj(t; 1) = uj(t
∗) +

∞∑
m=1

uj,m(t).

For brevity, define the vector

−→u j,m(t) = {uj,0(t), uj,1(t), . . . , uj,m(t)},
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Differentiating the zero-order deformation equation (3.3) m times with respective to
q and then dividing by m! and finally setting q = 0, we have the so-called mth−order
deformation equations

L[uj,m(t) − χmuj,m−1(t)] = h ℜj,m(−→u j,m−1(t)), (3.8)

where

ℜj,m(−→u j,m−1(t)) = Dα
∗ uj,m−1(t) + an u

(n)
j,m−1(t) + an−1 u

(n−1)
j,m−1(t) + ...+ a0 uj,m−1(t)

+
1

(m− 1)!

∂m−1

∂qm−1
N(ϕj(t, q),

d

dt
ϕj(t, q))|q=0 − f(t)(1 − χm), (3.9)

and

χm =

{
0, m ≤ 1
1, m > 1

. (3.10)

Select the auxiliary linear operator L = Dα
∗ , then the mth-order deformation equa-

tions (3.8) can be written in the form

uj,m(t) = χmuj,m−1(t) + h Jα[ ℜj,m(−→u j,m−1(t))], (3.11)

and a power series solution has the form

uj(t) =

∞∑
m=0

uj,m(t), j = 1, 2, ..., r.

Finally, the solutions of system (1.1) has the form

u(t) =


u1(t), t ∈ [t0, t1]
u2(t), t ∈ [t1, t2]

...
ur(t), t ∈ [tr−1, tr]

.

4. Numerical results

To demonstrate the effectiveness of the method for solving nonlinear fractional
differential equations, we consider here the following four examples.

4.1. Example 1. Consider the following simple harmonic fractional oscillator

Dα
∗ u(t) + (0.5)α u(t) = 0, t ≥ 0, 1 < α ≤ 2, (4.1)

subject to the initial condition

u(0) = 1, u
′
(0) = 0. (4.2)

The exact solutions of this equation when α = 2 is u(t) = cos 0.5t. Let uj(t) be the
approximate solutions in the subinterval [tj−1, tj), then equation (4.1), is transformed
into the following system

Dα
∗ uj(t) + (0.5)α uj(t) = 0, t ≥ 0, 1 < α ≤ 2, j = 1, 2, ..., r. (4.3)

Let uj(t
∗) = cj , with c1 = 1 are the initial guesses of uj(t), then we can construct the

MHAM (3.11) where

ℜj,m(−→u j,m−1(t)) = Dα
∗ uj,m−1(t) + (0.5)αuj,m−1(t). (4.4)

The series solution for equation (4.3) is given by,
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uj(t) = cj +
h(0.5)αcj(1 + (1 + h) + (1 + h)2)

Γ(α+ 1)
(t− t∗)α

+
h2(0.5)2αcj(1 + 2(1 + h))

Γ(2α+ 1)
(t− t∗)2α +

h3(0.5)3αcj
Γ(3α+ 1)

(t− t∗)3α + ...

To demonstrate the effectiveness of the proposed algorithm as an approximate tool
for solving the fractional differential equations (4.1), (4.2) for larger t, we apply the
proposed algorithm on the interval [0, 100]. We choose to divide the interval [0, 100]
to subintervals with time step △t = 0.1. Figure 1 shows the series solution exhibit the
periodic behavior which is the characteristic of the simple harmonic Equations (4.1),
(4.2) obtained for α = 2, 1.6, 1.5 and when h = −1. It can be seen that the results
obtained using the MHAM (when α = 2) match the results of the exact solution
(u(t) = cos 0.5t) very well, and are highly in agreement during a long time. It is clear
that the numerical results obtained using the MHAM has the same trajectories for
various values of α and all its solutions are expected to oscillate with decreasing to
zero when the value of α is decreasing.

Figure 1. The displacement for Example 1: Solid line: exact solution,
Dashed line: MHAM solution when α = 2, Dotted line: MHAM solution
when α = 1.6, Dashed dotted line: MHAM solution when α = 1.5.

4.2. Example 2. Consider the following nonlinear fractional Riccati equation

Dα
∗ u(t) + u2(t) − 1 = 0, t ≥ 0, 0 < α ≤ 1, (4.5)

subject to the initial condition

u(0) = 0. (4.6)
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The exact solutions of this equation when α = 1 is u(t) = e2t−1
e2t+1 . Let uj(t) be the

approximate solutions in the subinterval [tj−1, tj), then equation (4.5), is transformed
into the following system

Dα
∗ uj(t) + u2j (t) − 1 = 0, t ≥ 0, 0 < α ≤ 1, j = 1, 2, ..., r. (4.7)

Let uj(t
∗) = cj , with c1 = 0 are the initial guesses of uj(t), then we can construct the

MHAM (3.11) where

ℜj,m(−→u j,m−1(t)) = Dα
∗ uj,m−1(t) +

m−1∑
i=0

uj,i(t)uj,m−i−1(t) − (1 − χm). (4.8)

The series solution for equation (4.7) is given by

uj(t) = cj +
h(c2j − 1)(1 + (1 + h) + (1 + h)2)

Γ(α+ 1)
(t− t∗)α

+
2h2cj(c

2
j − 1)(1 + 2(1 + h))

Γ(2α+ 1)
(t− t∗)2α +

h3(c2j − 1)2Γ(2α+ 1)

Γ(3α+ 1)Γ2(α+ 1)
(t− t∗)3α + ...

In this example we apply the proposed algorithm on the interval [0, 20]. We choose
to divide the interval [0, 20] to subintervals with time step △t = 0.1. Figure 2 shows
the series solution of the MHAM of the nonlinear fractional Riccati equations (4.5),
(4.6) (when α = 1, 0.9, 0.7 and h = −1) and the displacement of the exact solution

(u(t) = e2t−1
e2t+1 ). From the graphical results it can be seen that the results obtained

using the MHAM (when α = 1) match the results of the exact solution very well.
Therefore, the proposed method is very effcient and accurate method that can be
used to provide analytical solutions for linear and nonlinear fractional differential
equations. Also as the previous example, the numerical results obtained using the
MHAM has the same trajectories for various values of α.

Figure 2. The displacement for Example 2: Solid line: exact solution,
Dashed line: MHAM solution when α = 1, Dotted line: MHAM solution
when α = 0.9, Dashed dotted line: MHAM solution when α = 0.7.

4.3. Example 3.

Dα
∗ u(t) − 2u(t) + u2(t) − 1 = 0, t ≥ 0, 0 < α ≤ 1, (4.9)

subject to the initial condition

u(0) = 0. (4.10)
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The exact solutions of this equation when α = 1 is u(t) = 1 +
√

2 tanh(
√

2 t +
1
2 log(

√
2−1√
2+1

)). Let uj(t) be the approximate solutions in the subinterval [tj−1, tj),

then equation (4.9), is transformed into the following system

Dα
∗ uj(t) − 2uj(t) + u2j (t) − 1 = 0, t ≥ 0, 0 < α ≤ 1, j = 1, 2, ..., r. (4.11)

Let uj(t
∗) = cj , with c1 = 0 are the initial guesses of uj(t), then we can construct the

MHAM (3.11) where

ℜj,m(−→u j,m−1(t)) = Dα
∗ uj,m−1(t) − 2 uj,m−1(t) +

m−1∑
i=0

uj,i(t)uj,m−i−1(t) − (1 − χm).

(4.12)
Then the analytic solution for system (4.11) is derived as followsis

uj(t) = cj +
h(c2j − 2cj − 1)(1 + (1 + h) + (1 + h)2)

Γ(α+ 1)
(t− t∗)α

+
2h2(c2j − 2cj − 1)(cj − 1)(1 + 2(1 + h))

Γ(2α+ 1)
(t− t∗)2α

+
h3(c2j − 2cj − 1)

Γ(3α+ 1)
(
(c2j − 2cj − 1)Γ(2α+ 1)

Γ2(α+ 1)
+ (2c2j − 6cj + 4))(t− t∗)3α + ...

In this example we apply the proposed algorithm on the interval [0, 20]. We choose
to divide the interval [0, 20] to subintervals with time step △t = 0.1. Figure 3 shows
the series solution of the MHAM of the nonlinear fractional Riccati equations (4.9),
(4.10) (when α = 1, 0.9, 0.7 and h = −1) and the displacement of the exact solution

(u(t) = 1+
√

2 tanh(
√

2 t+ 1
2 log(

√
2−1√
2+1

))). Also the results of our computations (when

α = 1) are in excellent agreement with the results obtained by the exact solution and
are highly in agreement during a long time. Therefore, the proposed method is very
efficient and accurate method that can be used to provide analytic solutions for linear
and nonlinear fractional differential equations. Also as example (2), the numerical
results obtained using the MHAM has the same trajectories for various values of α.

Figure 3. The displacement for Example 3: Solid line: exact solution,
Dashed line: MHAM solution when α = 1, Dotted line: MHAM solution
when α = 0.9, Dashed dotted line: MHAM solution when α = 0.7.
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4.4. Example 4. Consider the following nonlinear fractional equation

Dα
∗ u(t) + 2u(t) + u2(t) = 0, t ≥ 0, 1 < α ≤ 2, (4.13)

subject to the initial condition

u(0) = 0.1, u
′
(0) = 0. (4.14)

Let uj(t) be the approximate solutions in the subinterval [tj−1, tj), then equation
(4.13), is transformed into the following system

Dα
∗ uj(t) + 2 uj(t) + u2j (t) = 0, t ≥ 0, 1 < α ≤ 2, j = 1, 2, ..., r. (4.15)

Let uj(t
∗) = cj , with c1 = 0 are the initial guesses of uj(t), then we can construct the

MHAM (3.11) where

ℜj,m(−→u j,m−1(t)) = Dα
∗ uj,m−1(t) + 2 uj,m−1(t) +

m−1∑
i=0

uj,i(t)uj,m−i−1(t). (4.16)

The analytic solutions for system (4.15) derived by

Figure 4. The displacement for Example 4: Solid line: MHAM solution
when α = 2, Dotted line: MHAM solution when α = 1.7, Dashed dotted
line: MHAM solution when α = 1.5.

uj(t) = cj +
h(c2j + 2cj)(1 + (1 + h) + (1 + h)2)

Γ(α+ 1)
(t− t∗)α

+
2h2(c2j + 2cj)(cj + 1)(1 + 2(1 + h))

Γ(2α+ 1)
(t− t∗)2α

+
h3(c2j + 2cj)

Γ(3α+ 1)
(
(c2j + 2cj)Γ(2α+ 1)

Γ2(α+ 1)
+ (2c2j + 6cj + 4))(t− t∗)3α + ...
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Let [0, 50] be the interval over which we want to find the solution of the initial value
problem (4.13), (4.14). Assume that the interval [0, 50] is divided into subintervals
of equal length △t = 0.1. Figure 4 shows the series solution exhibit the periodic
behavior which is the characteristic of the nonlinear fractional differential equations
(4.13), (4.14) obtained for α = 2, 1.7, 1.5 and when h = −1. It is clear that the
numerical results obtained using the MHAM have the same trajectories for various
values of α and all its solutions are expected to oscillate with decreasing to zero when
the value of α is decreasing.

5. Conclusions

The fundamental goal of this work has been to propose an efficient algorithm for
the solution of linear and nonlinear fractional differential equation. Based on some
numerical and analytical techniques, we discussed in this paper the MHAM. The
MHAM is an efficient modification of the HAM which introduces an efficient tool
for calculating approximate solution for linear and nonlinear fractional differential
equation. Our method is a direct method, further it is simple and accurate. It
is a practical method and can easily be implemented on computer to solve such
problems. We have used the method with four examples. The main advantage of
the method is a fast convergence to the solution. Moreover, it avoids amount of
calculations required by the other existing analytical methods. The new method
leads to higher accuracy and simplicity, and in all cases the solutions obtained are
easily programmable approximates to the analytic solution of the original problems
with the accuracy required. The proposed scheme can be applied for other nonlinear
equations. It can be found that the corresponding numerical solutions obtained by
using HAM are valid only for a short time. While the ones obtained by using MHAM
are more valid and accurate during a long time. A comparison between the graph of
the numerical result with the graph of the exact solution indicates that the MHAM
method is powerful analytic method for handling differential equations of fractional
order.
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1. Introduction and main results

In this paper, we assume that the reader is familiar with the fundamental results and
standard notations of the Nevanlinna theory [4, 13] . In addition, we will use ρ (f) to
denote the order and ρ2 (f) to denote the hyper-order of f. See, [4, 6, 13] for notations
and definitions.
We consider the differential equation

f (k) +Ak−1 (z) f (k−1) + · · · +A0 (z) f = 0, (1)

where Aj (z) (j = 0, · · · , k − 1) are entire functions. Suppose that {f1, f2, · · · , fk} is
the set of fundamental solutions of (1). It is clear that f = c1f1 + c2f2 + · · · + ckfk
where ci (i = 1, · · · , k) are complex numbers is a solution of (1), but what about the
properties of f = c1f1 + c2f2 + · · · + ckfk if ci (i = 1, · · · , k) are non-constant entire
functions? In [7] , the authors gave answer to this question for the case k = 2, and
obtained the following results.

Theorem 1.1. [7] Let A (z) be transcendental entire function of finite order. Let
dj (z) (j = 1, 2) be finite order entire functions that are not all vanishing identically
such that max {ρ (d1) , ρ (d2)} < ρ (A). If f1 and f2 are two linearly independent
solutions of

f ′′ +A (z) f = 0, (2)

then the polynomial of solutions gf = d1f1 + d2f2satisfies

ρ (gf ) = ρ (fj) = ∞ (j = 1, 2)

and

ρ2 (gf ) = ρ2 (fj) = ρ (A) (j = 1, 2) .
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This paper is supported by University of Mostaganem (UMAB) (CNEPRU Project Code

B02220120024).
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Theorem 1.2. [7] Let A (z) be a polynomial of degA = n. Let dj (z) (j = 1, 2) be
finite order entire functions that are not all vanishing identically such that
max{ρ (d1) , ρ (d2)} < n+2

2 and h ̸≡ 0, where

h =

∣∣∣∣∣∣∣∣
d1 0 d2 0
d′1 d1 d′2 d2

d′′1 − d1A 2d′1 d′′2 − d2A 2d′2
d′′′1 − 3d′1A− d1A

′ d′′1 − d1A+ 2d′′1 d′′′2 − 3d′2A− d2A
′ d′′2 − d2A+ 2d′′2

∣∣∣∣∣∣∣∣ .
If f1 and f2 are two linearly independent solutions of (2), then the polynomial of
solutions gf = d1f1 + d2f2 satisfies

ρ (gf ) = ρ (fj) =
n+ 2

2
(j = 1, 2) .

The aim of this paper is to study the growth of

gk = d1f1 + d2f2 + · · · + dkfk,

where {f1, f2, · · · , fk} is any set of fundamental solutions of (1) and dj (z) (j =
1, 2, · · · , k) are finite order entire functions that are not all vanishing identically. In
fact, we give sufficient conditions on Aj (z) (j = 0, · · · , k − 1) and dj (z) (j = 1, 2) to
prove that for any two solutions f1 and f2 of (1), the growth of g2 = d1f1 + d2f2 is
the same as the growth of fj (j = 1, 2) , and we obtain the following results.

Theorem 1.3. Let Aj (z) (j = 0, · · · , k − 1) be entire functions of finite order such
that max {ρ (Aj) : j = 1, · · · , k − 1} < ρ (A0). Let dj (z) (j = 1, 2) be finite order
entire functions that are not all vanishing identically such that max {ρ (d1) , ρ (d2)} <
ρ (A0). If f1 and f2 are any two linearly independent solutions of (1), then the
combination of solutions g2 = d1f1 + d2f2 satisfies

ρ (g2) = ρ (fj) = ∞ (j = 1, 2)

and
ρ2 (gf ) = ρ2 (fj) = ρ (A) (j = 1, 2) .

Theorem 1.4. Let A0 (z) be transcendental entire function with ρ (A0) = 0, and
let A1, · · · , Ak−1 be polynomials. Let dj (z) (j = 1, 2) be finite order entire functions
that are not all vanishing identically. If f1 and f2 are any two linearly independent
solutions of (1), then the combination of solutions g2 = d1f1 + d2f2 satisfies

ρ (g2) = ρ (fj) = ∞ (j = 1, 2) .

Return now to the differential equation

f (k) + pk−1 (z) f (k−1) + · · · + p0 (z) f = 0, (3)

where pj (z) (j = 0, · · · , k − 1) are polynomials with p0 (z) ̸≡ 0. It is well-known that
every solution f of (3) is an entire function of finite rational order; see, [10], [11], [5,
pp. 199 − 209], [9, pp. 106 − 108], [12, pp. 65 − 67]. For equation (3), set

λ = 1 + max
0≤j≤k−1

deg pj
k − j

. (4)

It is known [6, p. 127] that for any solution f of (3), we have

ρ (f) ≤ λ.

As we have seen in Theorem 1.3 and [7], it is clear that the study of the growth of
gk where k > 2, is more difficult than the case where k = 2. For that, we give in the
following result some sufficient conditions to prove that gk keeps the same order of
growth of solutions of (3) for k ≥ 2, and we obtain the following result.
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Theorem 1.5. Let pj (z) (j = 0, · · · , k − 1) be polynomials, and let di (z) (1 ≤ i ≤ k)
be entire functions that are not all vanishing identically such that max{ρ (di) : 1 ≤
i ≤ k} < λ. If {f1, f2, · · · , fk} is any set of fundamental solutions of (3), then the
combination of solutions gk satisfies

ρ (gk) = 1 + max
0≤j≤k−1

deg pj
k − j

.

Remark 1.1. The proof of Theorems 1.3-1.5 is quite different from that in the proof
of Theorems 1.1-1.2 (see, [7]) . The main ingredient in the proof is Lemma 2.1. By the
proof of Theorem 1.5, we can deduce that Theorem 1.2 holds without the additional
condition h ̸≡ 0.

Corollary 1.6. Let A (z) be a nonconstant polynomial and let di (z) (1 ≤ i ≤ k) be
entire functions that are not all vanishing identically such that

max {ρ (di) : 1 ≤ i ≤ k} < deg (A) + k

k
.

If {f1, f2, · · · , fk} is any set of fundamental solutions of

f (k) +A (z) f = 0, (5)

then the combination of solutions gk satisfies

ρ (gk) =
deg (A) + k

k
.

2. Preliminary lemmas

Lemma 2.1. [8] (i) Let f (z) be an entire function with ρ2 (f) = α > 0, and let
L (f) = akf

(k) + ak−1f
(k−1) + · · · + a0f, where a0, a1, · · · , ak are entire functions

which are not all equal zero and satisfy b = max {ρ (aj) : j = 0, · · · , k} < α. Then
ρ2 (L (f)) = α.
(ii) Let f (z) be an entire function with ρ (f) = α ≤ ∞, and let L (f) = akf

(k) +
ak−1f

(k−1) + · · · + a0f, where a0, a1, · · · , ak are entire functions which are not all
equal zero and satisfy b = max {ρ (aj) : j = 0, · · · , k} < α. Then ρ (L (f)) = α.

Lemma 2.2. [3] For any given equation of the form (3), there must exists a solution
of (3) that satisfies ρ (f) = λ, where λ is the constant in (4).

Lemma 2.3. [1] Let Aj (z) (j = 0, · · · , k − 1) be entire functions of finite order such
that

max {ρ (Aj) : j = 1, · · · , k − 1} < ρ (A0) .

Then every solution f ̸≡ 0 of (1) satisfies ρ (f) = ∞ and ρ2 (f) = ρ (A0) .

Lemma 2.4. [2] Let A0 (z) be transcendental entire function with ρ (A0) = 0, and let
A1, · · · , Ak−1 be polynomials. Then every solution f ̸≡ 0 of (1) satisfies ρ (f) = ∞.

By using similar proofs as in the proofs of Proposition 1.5 and Proposition 5.5 in [6] ,
we easily obtain the following lemma.

Lemma 2.5. For all non-trivial solutions f of (5). If A is a polynomial with
degA = n ≥ 1, then we have

ρ (f) =
n+ k

k
.
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Lemma 2.6. Let f be any nontrivial solution of (1). Then the following identity
holds

k∑
j=0

(
Aj

j∑
i=0

Cij

(
d1
d2

)(i)

f (j−i)

)
=

k∑
j=1

(
Aj

j∑
i=1

Cij

(
d1
d2

)(i)

f (j−i)

)
,

where Ak (z) ≡ 1 and Cij =
j!

i! (j − i)!
.

Proof. We have

k∑
j=0

(
Aj

j∑
i=0

Cij

(
d1
d2

)(i)

f (j−i)

)
= A0

d1
d2
f +

k∑
j=1

(
Aj

j∑
i=0

Cij

(
d1
d2

)(i)

f (j−i)

)

= A0
d1
d2
f +

k∑
j=1

(
AjC

0
j

(
d1
d2

)
f (j) +Aj

j∑
i=1

Cij

(
d1
d2

)(i)

f (j−i)

)

= A0
d1
d2
f +

k∑
j=1

Aj

(
d1
d2

)
f (j) +

k∑
j=1

(
Aj

j∑
i=1

Cij

(
d1
d2

)(i)

f (j−i)

)

=
d1
d2

(
f (k) +Ak−1f

(k−1) + · · · +A0f
)

+

k∑
j=1

(
Aj

j∑
i=1

Cij

(
d1
d2

)(i)

f (j−i)

)

=
k∑
j=1

(
Aj

j∑
i=1

Cij

(
d1
d2

)(i)

f (j−i)

)
.

�

Lemma 2.7. Let f be any nontrivial solution of (1). Then the following identity
holds

k∑
j=0

(
Aj

j∑
i=0

Cij

(
d1
d2

)(i)

f (j−i)

)
=

k−1∑
i=0

Dif
(i)

d2
k

2

,

where Di (i = 0, · · · , k − 1) are entire functions depending on d1, d2 and Aj (j =
1, · · · , k − 1), Ak (z) ≡ 1.

Proof. It is clear that we can express the double sum

k∑
j=0

(
Aj

j∑
i=0

Cij

(
d1
d2

)(i)

f (j−i)

)
=

k∑
j=1

Aj

(
j∑
i=1

Cij

(
d1
d2

)(i)

f (j−i)

)
in the form of differential polynomial in f of order k− 1. By mathematical induction
we can prove that

k∑
j=1

Aj

(
j∑
i=1

Cij

(
d1
d2

)(i)

f (j−i)

)
=

k−1∑
i=0

αif
(i), (6)

where

αi =
k∑

p=i+1

ApC
p−i
p

(
d1
d2

)(p−i)

. (7)
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Also, we have (
d1
d2

)(j)

=
βj

d2
j

2

, (8)

where βj is entire function. Hence, we deduce from (6)-(8) that

k−1∑
i=0

αif
(i) =

k−1∑
i=0

Dif
(i)

d2
k

2

,

where Di (i = 0, · · · , k − 1) are entire functions depending on d1, d2 and Aj (j =
1, · · · , k − 1), Ak (z) ≡ 1. �

3. Proof of Theorem 1.3

Proof. In the case when d1 (z) ≡ 0 or d2 (z) ≡ 0, then the conclusions of Theorem 1.3
are trivial. Suppose that f1 and f2 are two nontrivial linearly independent solutions
of (1) such that di (z) ̸≡ 0 (i = 1, 2) and let

g2 = d1f1 + d2f2. (9)

Then, by Lemma 2.3 we have ρ (fj) = ∞ (j = 1, 2) and ρ2 (fj) = ρ (A0) (j = 1, 2).
Suppose that d1 = cd2, where c is a complex number. Then, by (9) we obtain

g2 = cd2f1 + d2f2 = (cf1 + f2) d2.

Since f = cf1 + f2 is a solution of (1) and ρ (d2) < ρ (A0) , then we have

ρ (g2) = ρ (cf1 + f2) = ∞

and

ρ2 (g2) = ρ2 (cf1 + f2) = ρ (A0) .

Suppose now that d1 ̸≡ cd2 where c is a complex number. Dividing both sides of (9)
by d2, we obtain

F2 =
g2
d2

= f2 +
d1
d2
f1. (10)

Differentiating both sides of equation (10), k times for all integers j = 1, · · · , k, we
get

F
(j)
2 = f

(j)
2 +

j∑
i=0

Cijf
(i)
1

(
d1
d2

)(j−i)

. (11)

Equations (10) and (11) are equivalent to

F2 = f2 + d1
d2
f1,

F ′
2 = f ′2 +

(
d1
d2

)
f ′1 +

(
d1
d2

)′
f1,

F ′′
2 = f ′′2 +

(
d1
d2

)
f ′′1 + 2

(
d1
d2

)′
f ′1 +

(
d1
d2

)′′
f1,

· · ·

F
(k−1)
2 = f

(k−1)
2 +

k−1∑
i=0

Cik−1

(
d1
d2

)(k−1−i)
f
(i)
1 ,

F
(k)
2 = f

(k)
2 +

k∑
i=0

Cik

(
d1
d2

)(k−i)
f
(i)
1

which is also equivalent to



GROWTH OF CERTAIN COMBINATIONS OF ENTIRE SOLUTIONS 205



A0F2 = A0f2 +A0
d1
d2
f1,

A1F
′
2 = A1f

′
2 +A1

((
d1
d2

)
f ′1 +

(
d1
d2

)′
f1

)
,

A2F
′′
2 = A2f

′′
2 +A2

((
d1
d2

)
f ′′1 + 2

(
d1
d2

)′
f ′1 +

(
d1
d2

)′′
f1

)
,

· · ·

Ak−1F
(k−1)
2 = Ak−1f

(k−1)
2 +Ak−1

k−1∑
i=0

Cik−1

(
d1
d2

)(k−1−i)
f
(i)
1 ,

F
(k)
2 = f

(k)
2 +

k∑
i=0

Cik

(
d1
d2

)(k−i)
f
(i)
1 .

(12)

By (12) we can obtain

F
(k)
2 +Ak−1 (z)F

(k−1)
2 + · · · +A0 (z)F2 =

(
f
(k)
2 +Ak−1 (z) f

(k−1)
2 + · · · +A0 (z) f2

)
+

k∑
j=0

(
Aj

j∑
i=0

Cij

(
d1
d2

)(i)

f
(j−i)
1

)
=

k∑
j=0

(
Aj

j∑
i=0

Cij

(
d1
d2

)(i)

f
(j−i)
1

)
, (13)

where Ak (z) ≡ 1. By using Lemma 2.6, we have

F
(k)
2 +Ak−1 (z)F

(k−1)
2 + · · · +A0 (z)F2 =

k∑
j=1

Aj

(
j∑
i=1

Cij

(
d1
d2

)(i)

f
(j−i)
1

)
. (14)

By Lemma 2.7, we get

k∑
j=1

Aj

(
j∑
i=1

Cij

(
d1
d2

)(i)

f
(j−i)
1

)
= k

(d′1d2 − d′2d1) d

k−1∑
n=0

2n−1

2

d2
k

2

f
(k−1)
1 +

1

d2
k

2

k−2∑
i=0

Dif
(i)
1 ,

(15)
where Di (i = 0, · · · , k − 2) are entire functions depending on d1, d2 and Aj (j =
1, · · · , k − 1), Ak (z) ≡ 1. By using (14) and (15), we obtain

F
(k)
2 +Ak−1 (z)F

(k−1)
2 + · · · +A0 (z)F2 =

Lk−1 (f1)

d2
k

2

,

where

Lk−1 (f1) =

k−1∑
i=0

Dif
(i)
1

is differential polynomial with entire coefficientsDi (i = 0, · · · , k − 1) of order ρ (Di) <

ρ (A0) (i = 0, · · · , k − 1) and Dk−1 = k
(d′1d2−d

′
2d1)d

k−1∑
n=0

2n−1

2

d2
k

2

̸≡ 0 because d1 ̸≡ cd2. By

Lemma 2.1 (i), we have

ρ2

(
F

(k)
2 +Ak−1 (z)F

(k−1)
2 + · · · +A0 (z)F2

)
= ρ2 (Lk−1 (f1)) = ρ2 (f1) .

Since

ρ2 (f1) = ρ2

(
F

(k)
2 +Ak−1 (z)F

(k−1)
2 + · · · +A0 (z)F2

)
≤ ρ2 (F2) = ρ2 (g2) ≤ ρ2 (f1) ,

then

ρ2 (g2) = ρ2 (f1) .

�
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4. Proof of Theorem 1.4

Proof. By using a similar reasoning as in the proof of Theorem 1.3, Lemma 2.4 and
Lemma 2.1 (ii) we obtain Theorem 1.4. �

5. Proof of Theorem 1.5

Proof. Without loss of generality, by using Lemma 2.2, we suppose that

max {ρ (fj) , j = 1, · · · , k} = ρ (f1) = λ = 1 + max
0≤j≤k−1

deg pj
k − j

and there exist at least two integers p and q such that dp ̸≡ cdq where c is a complex
number and 1 ≤ p ≤ q ≤ k. By the same proof as Theorem 1.3 we obtain

F
(k)
2 + pk−1 (z)F

(k−1)
2 + · · · + p0 (z)F2 =

k∑
j=1

(
pj

j∑
i=1

Cij

(
d1
d2

)(i)

f
(j−i)
1

)
(16)

and by Lemma 2.7, we get

k∑
j=1

(
pj

j∑
i=1

Cij

(
d1
d2

)(i)

f
(j−i)
1

)
= k

(d′1d2 − d′2d1) d

k−1∑
n=0

2n−1

2

d2
k

2

f
(k−1)
1 +

1

d2
k

2

k−2∑
i=0

Dif
(i)
1 ,

(17)
where pk (z) ≡ 1 and Di (i = 0, · · · , k − 2) are entire functions. By using (16) and
(17), we have

F
(k)
2 +Ak−1 (z)F

(k−1)
2 + · · · +A0 (z)F2 =

Lk−1 (f1)

d2
k

2

,

where

Lk−1 (f1) =
k−1∑
i=0

Dif
(i)
1

is differential polynomial with entire coefficientsDi (i = 0, · · · , k − 1) of order ρ (Di) <
λ (i = 0, · · · , k − 1) and there exists 0 ≤ i ≤ k − 1 such that Di ̸≡ 0. By Lemma 2.1
(ii), we have

ρ
(
F

(k)
2 + pk−1 (z)F

(k−1)
2 + · · · + p0 (z)F2

)
= ρ (Lk−1 (f1)) = ρ (f1) .

Since

ρ (f1) = ρ
(
F

(k)
2 + pk−1 (z)F

(k−1)
2 + · · · + p0 (z)F2

)
≤ ρ (F2) = ρ (g2) ≤ ρ (f1) ,

then

ρ (g2) = ρ (f1) .

Now, we suppose that

ρ (gn) = ρ (f1)

is true for all n = 1, · · · , k − 1 and we show that

ρ (gk) = ρ (f1) .

We have

gk = d1f1 + d2f2 + · · · + dkfk = gk−1 + dkfk. (18)



GROWTH OF CERTAIN COMBINATIONS OF ENTIRE SOLUTIONS 207

Suppose that dk ̸≡ 0, and dividing both sides of (18) by dk, we get

Fk =
gk
dk

=
gk−1

dk
+ fk.

By the same reasoning as before, we obtain

p0Fk = p0fk + p0
1
dk
gk−1,

p1F
′
k = p1f

′
k + p1

((
1
dk

)
g′k−1 +

(
1
dk

)′
gk−1

)
,

p2F
′′
k = p2f

′′
k + p2

((
1
dk

)
g′′k−1 + 2

(
1
dk

)′
g′k−1 +

(
1
dk

)′′
gk−1

)
,

· · ·

pk−1F
(k−1)
k = pk−1f

(k−1)
k + pk−1

k−1∑
i=0

Cik−1

(
1
dk

)(k−1−i)
g
(i)
k−1,

F
(k)
k = f

(k)
k +

k∑
i=0

Cik

(
1
dk

)(k−i)
g
(i)
k−1.

(19)

By (19) we can deduce

F
(k)
k + pk−1 (z)F

(k−1)
k + · · · + p0 (z)Fk =

(
f
(k)
k + pk−1 (z) f

(k−1)
k + · · · + p0 (z) fk

)
+

k∑
j=0

(
pj

j∑
i=0

Cij

(
1

dk

)(i)

g
(j−i)
k−1

)
=

k∑
j=0

(
pj

j∑
i=0

Cij

(
1

dk

)(i)

g
(j−i)
k−1

)
. (20)

By Lemma 2.6, we have

k∑
j=0

(
pj

j∑
i=0

Cij

(
1

dk

)(i)

g
(j−i)
k−1

)
=

k∑
j=1

(
pj

j∑
i=1

Cij

(
1

dk

)(i)

g
(j−i)
k−1

)

= −k
d′kd

k−1∑
n=0

2n−1

k

d2
k

k

g
(k−1)
k−1 +

1

d2
k

k

k−2∑
i=0

Big
(i)
k−1, (21)

where pk (z) ≡ 1 and Bi (i = 0, · · · , k − 1) are entire functions. By using (20) and
(21), we obtain

F
(k)
k +Ak−1 (z)F

(k−1)
k + · · · +A0 (z)Fk =

Mk−1 (gk−1)

d2
k

k

,

where

Mk−1 (gk−1) =
k−1∑
i=0

Big
(i)
k−1

is differential polynomial with entire coefficientsBi (i = 0, · · · , k − 1) of order ρ (Bi) <
λ (i = 0, · · · , k − 1) . By Lemma 2.1 (ii), we have

ρ
(
F

(k)
k + pk−1 (z)F

(k−1)
k + · · · + p0 (z)Fk

)
= ρ (Mk−1 (gk−1)) = ρ (f1) .

Since

ρ (f1) ≤ ρ
(
F

(k)
k + pk−1 (z)F

(k−1)
k + · · · + p0 (z)Fk

)
≤ ρ (Fk) = ρ (gk−1) ≤ ρ (f1) ,

then
ρ (Fk) = ρ (gk−1) = ρ (f1) ,

which implies that
ρ (gk) = ρ (gk−1) = ρ (f1) = λ.

This completes the proof of Theorem 1.5. �
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[5] G. Jank and L. Volkmann, Einführung in die Theorie der ganzen und meromorphen Funktionen

mit Anwendungen auf Differentialgleichungen, Birkhäuser Verlag, Basel, 1985.
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On fuzzy real valued asymptotically equivalent sequences and
lacunary ideal convergence

Bipan Hazarika and Ayhan Esi

Abstract. In this paper we present some definitions which are the natural combination of the
definition of asymptotic equivalence, statistical convergence, lacunary statistical convergence
of fuzzy real numbers and ideal. In addition, we also present asymptotically ideal equivalent

sequences of fuzzy real numbers and establish some relations related to this concept. Finally
we introduce the notion of Cesaro Orlicz asymptotically equivalent sequences of fuzzy real
numbers and establish their relationship with other classes.
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1. Introduction

The concept of fuzzy set and fuzzy set operations were first introduced by Zadeh [30]
and subsequently several authors have discussed various aspects of the theory and ap-
plications of fuzzy sets such as fuzzy topological spaces, similarity relations and fuzzy
orderings, fuzzy measures of fuzzy events, fuzzy mathematical programming. Mat-
loka [20] introduced bounded and convergent sequences of fuzzy numbers and studied
their some properties. Later on sequences of fuzzy numbers have been discussed by
Diamond and Kloeden [4], Mursaleen and Basarir [21], Altin et al. [1], Nanda [22]
and many others.

Actually the idea of statistical convergence was formerly given under the name
”almost convergence” by Zygmund in the first edition of his celebrated monograph
published in Warsaw in 1935 [31]. The concept was formally introduced by Fast
[6], Steinhaus [28] and later on it was reintroduced by Schoenberg [27]. A lot of

developments have been made in this areas after the works of S̆alát [26] and Fridy [8].
Over the years and under different names statistical convergence has been discussed
in the theory of Fourier analysis, ergodic theory and number theory. Fridy and Orhan
[9] introduced the concept of lacunary statistical convergence which is a generalization
of statistical convergence. Mursaleen and Mohiuddine [23], introduced the concept of
lacunary statistical convergence with respect to the intuitionistic fuzzy normed space.
For details related to lacunary statistical convergence, we refer to [3, 10].

Marouf [19] peresented definitions for asymptotically equivalent and asymptotic
regular matrices. Pobyvancts [25] introduced the concept of asymptotically regu-
lar matrices, which preserve the asymptotic equivalence of two nonnegative numbers
sequences. Patterson [24] extended these concepts by presenting an asymptotically
statistical equivalent analog of these definitions and natural regularity conditions for

Received March 11, 2014.
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nonnegative summability matrices. Esi [5] introduced the concept of an asymptoti-
cally lacunary statistical equivalent sequences of interval numbers.

Kostyrko et. al [15] introduced the notion of I-convergence with the help of an ad-
missible ideal I denote the ideal of subsets of N, which is a generalization of statistical
convergence. Kumar and Sharma [18] introduced the lacunary equivalent sequences
of real numbers using ideals and studied some basic properties of this notion. More
applications of ideals can be found in the works of [2, 11, 12, 13, 14, 29].

A family of sets I ⊂ P (N) (power sets of N) is called an ideal if and only if for each
A,B ∈ I, we have A ∪ B ∈ I and for each A ∈ I and each B ⊂ A, we have B ∈ I.
A non-empty family of sets F ⊂ P (N) is a filter on N if and only if ϕ /∈ F , for each
A,B ∈ F , we have A ∩B ∈ F and each A ∈ F and each B ⊃ A, we have B ∈ F . An
ideal I is called non-trivial ideal if I ̸= ϕ and N /∈ I. Clearly I ⊂ P (N) is a non-trivial
ideal if and only if F = F(I) = {N − A : A ∈ I} is a filter on N. A non-trivial ideal
I ⊂ P (N) is called admissible if and only if {{x} : x ∈ N} ⊂ I. A non-trivial ideal I
is maximal if there cannot exists any non-trivial ideal J ̸= I containing I as a subset.
Recall from [15] that, a sequence x = (xk) of points in R is said to be I-convergent
to a real number L if {k ∈ N : |xk −L| ≥ ε} ∈ I for every ε > 0. In this case we write
I − limxk = L.

Let D denote the set of all closed and bounded intervals X = [x1, x2] on the real
line R. For X = [x1, x2] and Y = [y1, y2] in D, we define

X ≤ Y if and only if x1 ≤ y1 and x2 ≤ y2.

Define a metric d̄ on D by

d̄(X,Y ) = max{|x1 − y1|, |x2 − y2|}.
It can be easily proved that d̄ is a metric on D and (D, d̄) is a complete metric space.
Also the relation ≤ is a partial order on D.

A fuzzy number X is a fuzzy subset of the real line R i.e. a mapping X : R → J(=
[0, 1]) associating each real number t with its grade of membership X(t).

Let L(R) denote the set of all fuzzy numbers. The linear structure of L(R) induces
the addition X + Y and the scalar multiplication λX in terms of α-level sets, by

[X + Y ]α = [X]α + [Y ]α

and

[λX]α = λ[X]α for each 0 ≤ α ≤ 1.

The set R of real numbers can be embedded in L(R) if we define r ∈ L(R) by

r(t) =

{
1, if t = r;
0, if t ̸= r

The additive identity and multiplicative identity of L(R) are denoted by 0 and 1,
respectively.

For r in R and X in L(R), the product rX is defined as follows:

rX(t) =

{
X(r−1t), if r ̸= 0;

0, if r = 0

Define a map d : L(R) × L(R) → R by

d(X,Y ) = sup
0≤α≤1

d̄(Xα, Y α).

For X,Y ∈ L(R) define X ≤ Y if and only if Xα ≤ Y α for any α ∈ [0, 1]. It is
known that (L(R), d) is complete metric space (see [20]).
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A sequence u = (uk) of fuzzy numbers is a function X from the set N of natural
numbers into L(R). The fuzzy number uk denotes the value of the function at k ∈ N
(see [20]). We denote by wF the set of all sequences u = (uk) of fuzzy numbers.

A sequence u = (uk) of fuzzy numbers is said to be bounded if the set {uk : k ∈ N}
of fuzzy numbers is bounded. We denote by ℓF∞ the set of all bounded sequences
u = (uk) of fuzzy numbers.

A sequence u = (uk) of fuzzy numbers is said to be convergent to a fuzzy number
u0 if for every ε > 0 there is a positive integer k0 such that d(uk, u0) < ε for k > k0.
We denote by cF the set of all convergent sequences u = (uk) of fuzzy numbers. It is
straightforward to see that cF ⊂ ℓF∞ ⊂ wF .

2. Definitions and Notations

Throughout the paper, we denote I is an admissible ideal of subsets of N, unless
otherwise stated.

Now we recall the definitions which are using throughout the article.

Definition 2.1. A real or complex number sequence x = (xk) is said to be statistically
convergent to L if for every ε > 0

lim
n

1

n
|{k ≤ n : |xk − L| ≥ ε}| = 0.

In this case, we write S − limx = L or xk → L(S) and S denotes the set of all
statistically convergent sequences.

A lacunary sequence θ = (kr) is an increasing sequence of non-negative integers
where k0 = 0, kr − kr−1 → ∞ as r → ∞. The intervals determined by θ will be
denoted by Jr = (kr−1, kr] and we let hr = kr − kr−1. The space of lacunary strongly
convergent sequences Nθ was defined by Freedman et al., [7] as follows.

Nθ =

{
x = (xk) : lim

r

1

hr

∑
k∈Jr

|xk − L| = 0, for some L

}
.

Definition 2.2. [9] A sequence x = (xk) is said to be lacunary statistically convergent
to the number L if for every ε > 0

lim
r→∞

1

hr
|{k ∈ Jr : |xk − L| ≥ ε}| = 0.

Let Sθ denote the set of all lacunary statistically convergent sequences. If θ = (2r),
then Sθ is the same as S.

Definition 2.3. [19] Two nonnegative sequences x = (xk) and y = (yk) are said to
be asymptotically equivalent if

lim
k

xk
yk

= 1,

denoted by x ∼ y.

Definition 2.4. [24] Two nonnegative sequences x = (xk) and y = (yk) are said to
be asymptotically statistical equivalent of multiple L provided that for every ε > 0

lim
n

1

n

∣∣∣∣{k ≤ n :

∣∣∣∣xkyk − L

∣∣∣∣ ≥ ε

}∣∣∣∣ = 0,

denoted by x
SL

∼ y and simply asymptotically statistical equivalent if L = 1.
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Definition 2.5. Two non-negative sequences x = (xk) and y = (yk) are said to be
asymptotically lacunary statistical equivalent of multiple L provided that for every
ε > 0

lim
r

1

hr

∣∣∣∣{k ∈ Jr :

∣∣∣∣xkyk − L

∣∣∣∣ ≥ ε

}∣∣∣∣ = 0,

denoted by x
SL
θ∼ y and simply asymptotically lacunary statistical equivalent if L = 1.

If we take θ = (2r), then we get the definition 4.

Definition 2.6. [18] Two non-negative sequences x = (xk) and y = (yk) are said to
be strongly asymptotically I-equivalent of multiple L provided that for each ε > 0{

n ∈ N :
1

n

n∑
k=1

∣∣∣∣xkyk − L

∣∣∣∣ ≥ ε

}
∈ I

denoted by x
I[C1]

L

∼ y and simply strongly asymptotically I-equivalent if L = 1.

Definition 2.7. [18] Two non-negative sequences x = (xk) and y = (yk) are said
to be asymptotically I-lacunary statistical equivalent of multiple L provided that for
each ε > 0 and δ > 0,{

r ∈ N :
1

hr

∣∣∣∣{k ∈ Jr :

∣∣∣∣xkyk − L

∣∣∣∣ ≥ ε

}∣∣∣∣ ≥ δ

}
∈ I

denoted by x
I(Sθ)

L

∼ y and simply asymptotically I-lacunary statistical equivalent if
L = 1.

3. Asymptotically lacunary statistical equivalent sequences using ideals

In this section, we define I-statistical convergence, asymptotically I-equivalent,
asymptotically I-statistical equivalent and asymptotically I-lacunary statistical equiv-
alent sequences of fuzzy real numbers and obtain some analogous results from these
new definitions point of views.

Definition 3.1. Two sequences u = (uk) and v = (vk) of fuzzy real numbers are said
to be asymptotically statistical equivalent of multiple L provided that for every ε > 0

lim
n

1

n

∣∣∣∣{k ≤ n : d

(
uk
vk
, L

)
≥ ε

}∣∣∣∣ = 0,

denoted by x
SL

∼ y and simply asymptotically statistical equivalent if L = 1.

Definition 3.2. [17] A sequence u = (uk) of fuzzy numbers is said to be I-convergent
to a fuzzy number u0 if for each ϵ > 0

A = {k ∈ N : d(uk, u0) ≥ ε} ∈ I.

Definition 3.3. A sequence (uk) of fuzzy real numbers is said to be I-statistically
convergent to a fuzzy real number u0 if for each ε > 0 and δ > 0,{

n ∈ N :
1

n
|{k ≤ n : d(uk, u0) ≥ ε}| ≥ δ

}
∈ I.

In this case we write I(S) − limuk = u0.
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Definition 3.4. Two nonnegative sequences (uk) and (vk) of fuzzy real numbers are
said to be asymptotically I-equivalent of multiple L provided that for every ε > 0{

k ∈ N : d

(
uk
vk
, L

)
≥ ε

}
∈ I,

denoted by (uk)
IL∼ (vk) and simply asymptotically I-equivalent if L = 1.

Lemma 3.1. Let I ⊂ P (N) be an admissible ideal. Let (uk), (vk) ∈ ℓF∞ with I −
limk uk = 0̄ = I − limk vk such that (uk)

IL∼ (vk). Then there exists a sequence (wk) ∈
ℓF∞ with I − limk wk = 0̄ such that (uk)

IL∼ (wk)
IL∼ (vk).

Definition 3.5. Two sequences (uk) and (vk) of fuzzy numbers are said to be asymp-
totically I-statistical equivalent of multiple L provided that for every ε > 0 and for
every δ > 0, {

n ∈ N :
1

n

∣∣∣∣{k ≤ n : d

(
uk
vk
, L

)
≥ ε

}∣∣∣∣ ≥ δ

}
∈ I,

denoted by (uk)
I(S)L∼ (vk) and simply asymptotically I-statistical equivalent if L = 1.

Definition 3.6. Two sequences (uk) and (vk) of fuzzy real numbers are said to
be strongly asymptotically Cesàro I-equivalent (or I([C1])-equivalent) of multiple L
provided that for every δ > 0,{

n ∈ N :
1

n

n∑
k=1

d

(
uk
vk
, L

)
≥ δ

}
∈ I

denoted by (uk)
I([C1])

L

∼ (vk) and simply strongly asymptotically Cesàro I-equivalent
if L = 1.

Theorem 3.2. Let (uk), (vk) be two sequences of fuzzy real numbers. If (uk) , (vk) ∈

ℓF∞ and (uk)
I(S)L∼ (vk). Then (uk)

I([C1])
L

∼ (vk).

Proof. Suppose that (uk) , (vk) ∈ ℓF∞ and (uk)
I(S)L∼ (vk). Then we can assume that

d

(
uk
vk
, L

)
≤M for almost all k.

Let ε > 0. Then we have∣∣∣∣∣ 1n
n∑
k=1

d

(
uk
vk
, L

)∣∣∣∣∣ ≤ 1

n

n∑
k=1

d

(
uk
vk
, L

)

≤ 1

n

n∑
k=1

d
(

uk
vk
,L

)
≥ε

d

(
uk
vk
, L

)
+

1

n

n∑
k=1

d
(

uk
vk
,L

)
<ε

d

(
uk
vk
, L

)

≤M.
1

n

∣∣∣∣{k ≤ n : d

(
uk
vk
, L

)
≥ ε

}∣∣∣∣+
1

n
.n.ε.

Consequently for any δ > ε > 0, δ and ε are independent, put δ1 = δ− ε > 0 we have{
n ∈ N :

1

n

n∑
k=1

d

(
uk
vk
, L

)
≥ δ

}
⊆
{
n ∈ N :

1

n

∣∣∣∣{k ≤ n : d

(
uk
vk
, L

)
≥ ε

}∣∣∣∣ ≥ δ1
M

}
∈ I.

This shows that (uk)
I([C1])

L

∼ (vk). �
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Definition 3.7. Two sequences (uk) and (vk) of fuzzy real numbers are said to be
strongly asymptotically I-lacunary equivalent (or I([Nθ])-equivalent) of multiple L
provided that for every δ > 0,{

r ∈ N :
1

hr

∑
k∈Jr

d

(
uk
vk
, L

)
≥ δ

}
∈ I

denoted by (uk)
I([Nθ])

L

∼ (vk) and simply strongly asymptotically I-lacunary equivalent
if L = 1.

Definition 3.8. Two sequences (uk) and (vk) of fuzzy real numbers are said to be
asymptotically I-lacunary statistical equivalent (or I(Sθ)-equivalent) of multiple L
provided that for every ε > 0, for every δ > 0,{

r ∈ N :
1

hr

∣∣∣∣{k ∈ Jr : d

(
uk
vk
, L

)
≥ ε

}∣∣∣∣ ≥ δ

}
∈ I

denoted by (uk)
I(Sθ)

L

∼ (vk) and simply asymptotically I-lacunary statistical equivalent
if L = 1.

Remark 3.1. If we take I = Ifin = {A ⊂ N : A is finite set}, then the asymptotically
I-statistical equivalent, I([Nθ])-equivalent and I(Sθ)-equivalent of sequences, respec-
tively coincides with their statistically equivalent, lacunary-equivalent and lacunary
statistically equivalent.

Theorem 3.3. Let (uk), (vk) be two sequences of fuzzy real numbers. Then

(a) (uk)
I([Nθ])

L

∼ (vk) ⇒ (uk)
I(Sθ)

L

∼ (vk).

(b) Let (uk) ∈ ℓF∞ and (uk)
I(Sθ)

L

∼ (vk), then (uk)
I([Nθ])

L

∼ (vk).
(c) I(Sθ)L ∩ ℓF∞ = I([Nθ])

L ∩ ℓF∞.

Proof. (a) Let ε > 0 and (uk)
I([Nθ])

L

∼ (vk). Then we can write∑
k∈Jr

d

(
uk
vk
, L

)
≥

∑
k∈Jr

d

(
uk
vk

,L

)
≥ε

d

(
uk
vk
, L

)
≥ ε

∣∣∣∣{k ∈ Jr : d

(
uk
vk
, L

)
≥ ε

}∣∣∣∣
⇒ 1

ε.hr

∑
k∈Jr

d

(
uk
vk
, L

)
≥ 1

hr

∣∣∣∣{k ∈ Jr : d

(
uk
vk
, L

)
≥ ε

}∣∣∣∣ .
Thus for any δ > 0,

1

hr

∣∣∣∣{k ∈ Jr : d

(
uk
vk
, L

)
≥ ε

}∣∣∣∣ ≥ δ

implies that
1

hr

∑
k∈Jr

d

(
uk
vk
, L

)
≥ εδ.

Therefore we have{
r ∈ N :

1

hr

∣∣∣∣{k ∈ Jr : d

(
uk
vk
, L

)
≥ ε

}∣∣∣∣ ≥ δ

}
⊂

{
r ∈ N :

1

hr

∑
k∈Jr

d

(
uk
vk
, L

)
≥ εδ

}
.

Since (uk)
I([Nθ])

L

∼ (vk), so that
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{
r ∈ N :

1

hr

∑
k∈Jr

d

(
uk
vk
, L

)
≥ εδ

}
∈ I

which implies that{
r ∈ N :

1

hr

∣∣∣∣{k ∈ Jr : d

(
uk
vk
, L

)
≥ ε

}∣∣∣∣ ≥ δ

}
∈ I.

This shows that (uk)
I(Sθ)

L

∼ (vk).

(b) Suppose that (uk)
I(Sθ)

L

∼ (vk) and (uk) , (vk) ∈ ℓF∞. We assume that d
(
uk

vk
, L
)
≤M

for all k ∈ N. Given ε > 0, we get

1

hh

∑
k∈Jr

d

(
uk
vk
, L

)
=

1

hr

∑
k∈Jr

d

(
uk
vk

,L

)
≥ε

d

(
uk
vk
, L

)
+

1

hr

∑
k∈Jr

d

(
uk
vk

,L

)
<ε

d

(
uk
vk
, L

)

≤ M

hr

∣∣∣∣{k ∈ Jr : d

(
uk
vk
, L

)
≥ ε

}∣∣∣∣+ ε.

If we put

A(ε) =

{
r ∈ N :

1

hr

∑
k∈Jr

d

(
uk
vk
, L

)
≥ ε

}
and

B(ε1) =

{
r ∈ N :

1

hr

∣∣∣∣{k ∈ Jr : d

(
uk
vk
, L

)
≥ ε

}∣∣∣∣ ≥ ε1
M

}
,

where ε1 = δ − ε > 0 (δ and ε are independent), then we have A(ε) ⊂ B(ε1) and so

A(ε) ∈ I. This shows that (uk)
I([Nθ])

L

∼ (vk).

(c) It follows from (a)and (b).
�

If we let θ = (2r) in Theorem 3.3, then we have the following corollary.

Corollary 3.4. Let (uk), (vk) be two sequences of fuzzy real numbers. Then

(a) (uk)
I([C1])

L

∼ (vk) ⇒ (uk)
I(S)L∼ (vk).

(b) Let (uk) ∈ ℓF∞ and (uk)
I(S)L∼ (vk), then (uk)

I([C1])
L

∼ (vk).
(c) I(S)L ∩ ℓF∞ = I([C1])L ∩ ℓF∞.

Theorem 3.5. Let I be a non-trivial admissible ideal. Suppose for given δ > 0 and
every ε > 0 {

n ∈ N :
1

n

∣∣∣∣{0 ≤ k ≤ n− 1 : d

(
uk
vk
, L

)
≥ ε

}∣∣∣∣ < δ

}
∈ F

then (uk)
I(S)L∼ (vk).

Proof. Let δ > 0 be given. For every ε > 0, choose n1 such that

1

n

∣∣∣∣{0 ≤ k ≤ n− 1 : d

(
uk
vk
, L

)
≥ ε

}∣∣∣∣ < δ

2
, for all n ≥ n1. (1)

It is sufficient to show that there exists n2 such that for n ≥ n2
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1

n

∣∣∣∣{0 ≤ k ≤ n− 1 : d

(
uk
vk
, L

)
≥ ε

}∣∣∣∣ < δ

2
.

Let n0 = max{n1, n2}. The relation (3.1) will be true for n > n0. If m0 chosen fixed,
then we get ∣∣∣∣{0 ≤ k ≤ m0 − 1 : d

(
uk
vk
, L

)
≥ ε

}∣∣∣∣ = M.

Now for n > m0 we have

1

n

∣∣∣∣{0 ≤ k ≤ n− 1 : d

(
uk
vk
, L

)
≥ ε

}∣∣∣∣ ≤ 1

n

∣∣∣∣{0 ≤ k ≤ m0 − 1 : d

(
uk
vk
, L

)
≥ ε

}∣∣∣∣
+

1

n

∣∣∣∣{m0 ≤ k ≤ n− 1 : d

(
uk
vk
, L

)
≥ ε

}∣∣∣∣
≤ M

n
+

1

n

∣∣∣∣{m0 ≤ k ≤ n− 1 : d

(
uk
vk
, L

)
≥ ε

}∣∣∣∣ ≤ M

n
+
δ

2
.

Thus for sufficiently large n

1

n

∣∣∣∣{m0 ≤ k ≤ n− 1 : d

(
uk
vk
, L

)
≥ ε

}∣∣∣∣ ≤ M

n
+
δ

2
< δ.

This established the result. �

Theorem 3.6. Let (uk) and (vk) be two sequences of fuzzy real numbers. Let θ = (kr)

be a lacunary sequence with lim infr qr > 1. Then (uk)
I(S)L∼ (vk) ⇒ (uk)

I(Sθ)
L

∼ (vk).

Proof. Suppose that lim infr qr > 1 then there exists an a > 0 such that qr ≥ 1 + a
for sufficiently large r, which implies that

hr
kr

≥ a

1 + a
.

Suppose that (uk)
I(S)L∼ (vk). For a given ε > 0 and sufficiently large r, we have

1

kr

∣∣∣∣{k ≤ kr : d

(
uk
vk
, L

)
≥ ε

}∣∣∣∣ ≥ 1

kr

∣∣∣∣{k ∈ Jr : d

(
uk
vk
, L

)
≥ ε

}∣∣∣∣
≥
(

a

1 + a

)
.

1

hr

∣∣∣∣{k ∈ Jr : d

(
uk
vk
, L

)
≥ ε

}∣∣∣∣ .
and for any δ > 0 we have{

r ∈ N :
1

kr

∣∣∣∣{k ∈ Jr : d

(
uk
vk
, L

)
≥ ε

}∣∣∣∣ ≥ δ

}
⊆
{
r ∈ N :

1

kr

∣∣∣∣{k ≤ kr : d

(
uk
vk
, L

)
≥ ε

}∣∣∣∣ ≥ aδ

1 + a

}
∈ I.

This shows that (uk)
I(Sθ)

L

∼ (vk). �

Theorem 3.7. Let I = Ifin = {A ⊂ N : A is a finite set} be a non trivial ideal. Let
(uk), (vk) be two sequences of fuzzy real numbers and θ = (kr) be a lacunary sequence

with lim supr qr <∞, then (uk)
I(Sθ)

L

∼ (vk) ⇒ (uk)
I(S)L∼ (vk).
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Proof. Suppose that lim supr qr <∞, then there exists a H > 0 such that qr < H for

all r. Suppose that (uk)
I(Sθ)

L

∼ (vk) and for every ε > 0, we put

Nr =

∣∣∣∣{k ∈ Jr : d

(
uk
vk
, L

)
≥ ε

}∣∣∣∣ .
Since (uk)

I(Sθ)
L

∼ (vk) it follws that for every ε > 0 and δ > 0{
r ∈ N :

1

hr

∣∣∣∣{k ∈ Jr : d

(
uk
vk
, L

)
≥ ε

}∣∣∣∣ ≥ δ

}
=

{
r ∈ N :

Nr
hr

≥ δ

}
∈ I

and therefore it is a finite set. We can choose an integer r0 ∈ N such that

Nr
hr

< δ for all r > r0. (2)

Let M = max{Nr : 1 ≤ r ≤ r0} and n be any integer satisfying kr−1 < n ≤ kr, then
we have

1

n

∣∣∣∣{k ≤ n : d

(
uk
vk
, L

)
≥ ε

}∣∣∣∣ ≤ 1

kr−1

∣∣∣∣{k ≤ kr : d

(
uk
vk
, L

)
≥ ε

}∣∣∣∣
=

1

kr−1
{N1 +N2 + ...+Nr0 +Nr0+1 + ...+Nr}

≤ M

kr−1
.r0 +

1

kr−1

{
hr0+1

(
Nr0+1

hr0+1

)
+ ...+ hr

(
Nr
hr

)}
≤ M

kr−1
.r0 +

1

kr−1

(
sup
r>r0

(
Nr
hr

))
{Hr0+1 + ...+ hr}

≤ M

kr−1
.r0 + δ

(
kr − kr0
kr−1

)
≤ M

kr−1
.r0 + δqr ≤

M

kr−1
.r0 + δ.H

This completes the proof of the theorem. �
Definition 3.9. Let p ∈ (0,∞). Two sequences (uk) and (vk) of fuzzy real numbers
are said to be asymptotically lacunary p-equivalent provided that for every ε > 0

lim
r

1

hr

∑
k∈Jr

d

(
uk
vk
, L

)p
= 0

denoted by (uk)
[Nθp ]

L

∼ (vk) and simply asymptotically lacunary p-equivalent if L = 1.

Definition 3.10. Let p ∈ (0,∞). Two sequences (uk) and (vk) of fuzzy real numbers
are said to be asymptotically lacunary statistical p-equivalent provided that for every
ε > 0

lim
r

1

hr

∣∣∣∣{k ∈ Jr : d

(
uk
vk
, L

)p
≥ ε

}∣∣∣∣ = 0

denoted by (uk)
SL
θp∼ (vk) and simply asymptotically lacunary statistical p-equivalent if

L = 1.

The proof of the following theorem is similar to Theorem 3.3 for I = Ifin.

Theorem 3.8. Let (uk), (vk) be two sequences of fuzzy real numbers. Then

(a) (uk)
[Nθp ]

L

∼ (vk) ⇒ (uk)
SL
θp∼ (vk).
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(b) Let (uk) ∈ ℓF∞ and (uk)
SL
θp∼ (vk), then (uk) ∼[Nθp ]

L

(vk).
(c) SLθp ∩ ℓF∞ = [Nθp ]L ∩ ℓF∞.

Definition 3.11. Let p ∈ (0,∞). Two sequences (uk) and (vk) of fuzzy real numbers
are said to be asymptotically I-lacunary p-equivalent (or I([Nθp ])-equivalent) provided
that for every ε > 0 {

r ∈ N :
1

hr

∑
k∈Jr

d

(
uk
vk
, L

)p
≥ ε

}
∈ I

denoted by (uk)
I([Nθp ])

L

∼ (vk) and simply asymptotically I-lacunary p-equivalent if
L = 1.

Definition 3.12. Let p ∈ (0,∞). Two sequences (uk) and (vk) of fuzzy real numbers
are said to be asymptotically I-lacunary statistical p-equivalent provided that for every
ε > 0, for every δ > 0{

r ∈ N :
1

hr

∣∣∣∣{k ≤ n : d

(
uk
vk
, L

)p
≥ ε

}∣∣∣∣ ≥ δ

}
∈ I

denoted by (uk)
I(Sθp )

L

∼ (vk) and simply asymptotically I-statistical p-equivalent if
L = 1.

The proof of the following theorem follows from Theorems 3.3 and 3.8.

Theorem 3.9. Let (uk), (vk) be two sequences of fuzzy real numbers. Then

(a) (uk)
I([Nθp ])

L

∼ (vk) ⇒ (uk)
I(Sθp )

L

∼ (vk).

(b) Let (uk) ∈ ℓF∞ and (uk)
I(Sθp )

L

∼ (vk), then (uk)
I([Nθp ])

L

∼ (vk).
(c) I(Sθp)L ∩ ℓF∞ = I([Nθp ])L ∩ ℓF∞.

4. Cesàro Orlicz asymptotically ϕ-statistical equivalent sequences

In this section we define the notion of Cesàro Orlicz asymptotically ϕ-statistical
equivalent sequences of fuzzy real numbers.

Let P denote the space whose elements are finite sets of distinct positive integers.
Given any element σ of P, we denote by p(σ) the sequence {pn(σ)} such that pn(σ) = 1
for n ∈ σ and pn(σ) = 0 otherwise. Further

Ps =

{
σ ∈ P :

∞∑
n=1

pn(σ) ≤ s

}
,

i.e. Ps is the set of those σ whose support has cardinality at most s, and we get

Φ = {ϕ = (ϕn) : 0 < ϕ1 ≤ ϕn ≤ ϕn+1 and nϕn+1 ≤ (n+ 1)ϕn} .

We define

τs =
1

ϕs

∑
k∈σ,σ∈Ps

xk.

Now we give the following definitions.

Definition 4.1. A sequence x = (xk) is said to be ϕ-summable to ℓ if lims τs = ℓ.
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Definition 4.2. A sequence x = (xk) is said to be strongly ϕ-summable to ℓ if

lim
s→∞

1

ϕs

∑
k∈σ,σ∈Ps

|xk − ℓ| = 0.

In this case we write xk
[ϕ]→ ℓ and [ϕ] denote the set of all strongly ϕ-summable

sequences.

Definition 4.3. Let E ⊆ N. The number

δϕ(E) = lim
s→∞

1

ϕs
|{k ∈ σ, σ ∈ Ps : k ∈ E}|

is said to be the ϕ-density of E.

Definition 4.4. A sequence x = (xk) is said to be ϕ-statistical convergent to ℓ ∈ R
if for each ε > 0

lim
s→∞

1

ϕs
|{k ∈ σ, σ ∈ Ps : |xk − ℓ| ≥ ε}| = 0.

In this case we write Sϕ − limk xk = ℓ or xk
Sϕ→ ℓ and Sϕ denote the set of all

ϕ-statisticallly convergent sequences.

An Orlicz function is a function M : [0,∞) → [0,∞) which is continuous, non-
decreasing and convex with M (0) = 0, M (x) > 0 for x > 0 and M (x) → ∞ as
x → ∞. An Orlicz function M is said to satisfy the ∆2 − condition for all values of
u, if there exists a constant K > 0 such that M(2u) ≤ KM(u), u ≥ 0. Note that, if
0 < λ < 1,then M (λx) ≤ λM (x) , for all x ≥ 0(see [16]).

Now we define the following asymptotic ϕ-statistical equivalence sequences of fuzzy
real numbers.

Definition 4.5. Two sequences (uk) and (vk) of fuzzy real numbers are said to be
Cesàro Orlicz asymptotically equivalent of multiple L provided that

lim
n

1

n

n∑
k=1

M

(
d

(
uk
vk
, L

))
= 0

denoted by (uk)
[C1]

L(M)∼ (vk) and simply Cesàro Orlicz asymptotically equivalent if
L = 1.

Definition 4.6. Two sequences (uk) and (vk) of fuzzy real numbers are said to be
Cesàro Orlicz asymptotically I-equivalent of multiple L provided that for every δ > 0{

n ∈ N :
1

n

n∑
k=1

M

(
d

(
uk
vk
, L

))
≥ δ

}
∈ I

denoted by (uk)
I[C1]

L(M)∼ (vk) and simply Cesàro Orlicz asymptotically I-equivalent
if L = 1.

Definition 4.7. Two sequences (uk) and (vk) of fuzzy real numbers are said to be
Orlicz asymptotically ϕ-equivalent of multiple L provided that

lim
s

1

ϕs

∑
k∈σ,σ∈Ps

M

(
d

(
uk
vk
, L

))
= 0

denoted by (uk)
[ϕ]L(M)∼ (vk) and simply Orlicz asymptotically ϕ-equivalent if L = 1.
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Definition 4.8. Two sequences (uk) and (vk) of fuzzy real numbers are said to be
asymptotically ϕ-statistical equivalent of multiple L provided that for every ε > 0

lim
s

1

ϕs

∣∣∣∣{k ∈ σ, σ ∈ Ps : d

(
uk
vk
, L

)
≥ ε

}∣∣∣∣ = 0

denoted by (uk)
SL
ϕ∼ (vk) and simply asymptotically ϕ-statistical equivalent if L = 1.

Definition 4.9. Two sequences (uk) and (vk) of fuzzy real numbers are said to be
Orlicz asymptotically ϕ-statistical equivalent of multiple L provided that for every
ε > 0

lim
s

1

ϕs

∣∣∣∣{k ∈ σ, σ ∈ Ps : M

(
d

(
uk
vk
, L

))
≥ ε

}∣∣∣∣ = 0

denoted by (uk)
SL
ϕ (M)
∼ (vk) and simply Orlicz asymptotically ϕ-statistical equivalent

if L = 1.

Theorem 4.1. Let (uk), (vk) be two sequences of fuzzy real numbers and M be an
Orlicz function. Then

(a) (uk)
I[C1]

L(M)∼ (vk) ⇒ (uk)
I(S)L∼ (vk).

(b) (uk)
I(S)L∼ (vk) implies (uk)

I[C1]
L(M)∼ (vk), if M is bounded.

Proof. (a) Suppose that (uk)
I[C1]

L(M)∼ (vk) and let ε > 0 be given, then we can write

1

n

n∑
k=1

M

(
d

(
uk
vk
, L

))
≥ 1

n

n∑
k=1

d
(

uk
vk
,L

)
≥ε

M

(
d

(
uk
vk
, L

))

≥ M(ε)

n

∣∣∣∣{k ≤ n : d

(
uk
vk
, L

)
≥ ε

}∣∣∣∣ .
Consequently for any η > 0, we have{

n ∈ N :
1

n

∣∣∣∣{k ≤ n : d

(
uk
vk
, L

)
≥ ε

}∣∣∣∣ ≥ η

M(ε)

}
⊆

{
n ∈ N :

1

n

n∑
k=1

M

(
d

(
uk
vk
, L

))
≥ η

}
∈ I.

Hence (uk)
I(S)L∼ (vk).

(b) Suppose that M is bounded and (uk)
I(S)L∼ (vk). Since M is bounded then there

exists a real number K > 0 such that suptM(t) ≤ K. Moreover for any ε > 0 we can
write

1

n

n∑
k=1

M

(
d

(
uk
vk
, L

))
=

1

n


n∑
k=1

d
(

uk
vk
,L

)
≥ε

M

(
d

(
uk
vk
, L

))
+

n∑
k=1

d
(

uk
vk
,L

)
<ε

M

(
d

(
uk
vk
, L

))
≤ K

n

∣∣∣∣{k ≤ n : d

(
uk
vk
, L

)
≥ ε

}∣∣∣∣+M(ε).

Now applying ε→ 0, then the result follows. �
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Theorem 4.2. Let (uk), (vk) be two sequences of fuzzy real numbers and (ϕs) be a
nondecreasing sequence of positive real numbers such that ϕs → ∞ as s → ∞ and

ϕs ≤ s for every s ∈ N. Then (uk)
SL

∼ (vk) ⇒ (uk)
SL
ϕ∼ (vk).

Proof. By the definition of the sequences ϕs it follows that infs
s

s−ϕs
≥ 1. Then there

exists a a > 0 such that
s

ϕs
≤ 1 + a

a
.

Suppose that (uk)
SL

∼ (vk), then for every ε > 0 and sufficiently large s we have

1

ϕs

∣∣∣∣{k ∈ σ, σ ∈ Ps : d

(
uk
vk
, L

)
≥ ε

}∣∣∣∣ =
1

s
.
s

ϕs

∣∣∣∣{k ≤ s : d

(
uk
vk
, L

)
≥ ε

}∣∣∣∣
− 1

ϕs

∣∣∣∣{k ∈ {1, 2, ...s} − σ, σ ∈ Ps : d

(
uk
vk
, L

)
≥ ε

}∣∣∣∣
≤ 1 + a

a

1

s

∣∣∣∣{k ≤ s : d

(
uk
vk
, L

)
≥ ε

}∣∣∣∣
− 1

ϕs

∣∣∣∣{k0 ∈ {1, 2, ...s} − σ, σ ∈ Ps : d

(
uk0
vk0

, L

)
≥ ε

}∣∣∣∣ .
This completes the proof of the theorem. �

Theorem 4.3. Let (uk), (vk) be two sequences of fuzzy real numbers and let M be an

Orlicz function satifies the ∆2-conditions. Then (uk)
SL

∼ (vk) ⇒ (uk)
SL
ϕ (M)
∼ (vk).

Proof. By the definition of the sequences ϕs it follows that infs
s

s−ϕs
≥ 1. Then there

exists an a > 0 such that
s

ϕs
≤ 1 + a

a
.

Suppose that (uk)
SL

∼ (vk), then for every ε > 0 and sufficiently large s we have

1

ϕs

∣∣∣∣{k ∈ σ, σ ∈ Ps : M

(
d

(
uk
vk
, L

))
≥ ε

}∣∣∣∣ =
1

s
.
s

ϕs

∣∣∣∣{k ≤ s : M

(
d

(
uk
vk
, L

))
≥ ε

}∣∣∣∣
− 1

ϕs

∣∣∣∣{k ∈ {1, 2, ...s} − σ, σ ∈ Ps : M

(
d

(
uk
vk
, L

))
≥ ε

}∣∣∣∣
≤ 1 + a

a

1

s

∣∣∣∣{k ≤ s : M

(
d

(
uk
vk
, L

))
≥ ε

}∣∣∣∣ (3)

− 1

ϕs

∣∣∣∣{k0 ∈ {1, 2, ...s} − σ, σ ∈ Ps : M

(
d

(
uk0
vk0

, L

))
≥ ε

}∣∣∣∣ .
Since M satisfies the ∆2-conditions, it follows that

M

(
d

(
uk
vk
, L

))
≤ K.d

(
uk
vk
, L

)
for some constant K > 0 in both the cases where d

(
uk

vk
, L
)
≤ 1 and d

(
uk

vk
, L
)
≥ 1.

In first case it follows from the definition of Orlicz function and for the second case
we have

d

(
uk
vk
, L

)
= 2.L(1) = 22.L(2) = ... = 2s.L(s)
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such that L(s) ≤ 1. Using the ∆2-conditions of Orlicz functions we get the following
estimation

M

(
d

(
uk
vk
, L

))
≤ T.L(s).M(1) = K.d

(
uk
vk
, L

)
, (4)

where K and T are constants. The proof of the theorem follows from the relations
(4.1) and (4.2). �

Remark 4.1. From the Theorems 4.2 and 4.3, we can concluded that (uk)
SL

∼ (vk) ⇔

(uk)
SL
ϕ (M)
∼ (vk).

Theorem 4.4. Let (uk), (vk) be two sequences of fuzzy real numbers. Let M be

an Orlicz function and k ∈ Z such that ϕs ≤ [ϕs] + k, sups
[ϕs]+k
ϕs−1

< ∞. Then

(uk)
SL
ϕ (M)
∼ (vk) ⇒ (uk)

SL

∼ (vk).

Proof. If sups
[ϕs]+k
ϕs−1

<∞, then there exists K > 0 such that [ϕs]+k
ϕs−1

< K for all s ≥ 1.

Let n be an integer such that ϕs−1 < n ≤ ϕs. Then for every ε > 0, we have

1

n

∣∣∣∣{k ≤ n : d

(
uk
vk
, L

)
≥ ε

}∣∣∣∣ ≤ 1

n

∣∣∣∣{k ≤ n : M

(
d

(
uk
vk
, L

))
≥M(ε)

}∣∣∣∣
≤ 1

[ϕs] + k
.
[ϕs] + k

ϕs−1

∣∣∣∣{k ≤ ϕs : M

(
d

(
uk
vk
, L

))
≥M(ε)

}∣∣∣∣
≤ 1

[ϕs] + k
.
[ϕs] + k

ϕs−1

∣∣∣∣{k ∈ σ, σ ∈ P[ϕs]+k : M

(
d

(
uk
vk
, L

))
≥M(ε)

}∣∣∣∣
≤ K

[ϕs] + k

∣∣∣∣{k ∈ σ, σ ∈ P[ϕs]+k : M

(
d

(
uk
vk
, L

))
≥M(ε)

}∣∣∣∣ .
This established the result. �

Theorem 4.5. Let (uk), (vk) be two sequences of fuzzy real numbers. Let M be an
Orlicz function. Then

(a) (uk)
[C1]

L(M)∼ (vk) ⇒ (uk)
[ϕ]L(M)∼ (vk).

(b) sups
ϕs

ϕs−1
<∞ for every s ∈ N, then (uk)

[ϕ]L(M)∼ (vk) ⇒ (uk)
[C1]

L(M)∼ (vk).

Proof. (a) From definition of the sequence (ϕs) it follows that infs
s

s−ϕs
≥ 1. Then

there exists a > 0 such that
s

ϕs
≤ 1 + a

a
.

Then we get the following relation

1

ϕs

∑
k∈σ,σ∈Ps

M

(
d

(
uk
vk
, L

))

=
s

ϕs
.
1

s

n∑
k=1

M

(
d

(
uk
vk
, L

))
− 1

ϕs

∑
k∈{1,2,...s}−σ,σ∈Ps

M

(
d

(
uk
vk
, L

))

≤ 1 + a

a

1

s

s∑
k=1

M

(
d

(
uk
vk
, L

))
− 1

ϕs

∑
k0∈{1,2,...s}−σ,σ∈Ps

M

(
d

(
uk0
vk0

, L

))
.

Since (uk)
[C1]

L(M)∼ (vk) and M is continuous, letting s→ ∞ on the last relation we get
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1

ϕs

∑
k∈σ,σ∈Ps

M

(
d

(
uk
vk
, L

))
→ 0.

Hence (uk)
[ϕ]L(M)∼ (vk).

(b) Suppose that sups
ϕs

ϕs−1
< ∞ then there exists A > 0 such that ϕs

ϕs−1
< A for all

s ≥ 1. Suppose (uk)
[ϕ]L(M)∼ (vk). Then for every ε > 0 there exists R > 0 such that

for every s ≥ R
1

ϕs

∑
k∈σ,σ∈Ps

M

(
d

(
uk
vk
, L

))
< ε.

We can also find a constant K > 0 such that

1

ϕs

∑
k∈σ,σ∈Ps

M

(
d

(
uk
vk
, L

))
< K for all s ∈ N.

Let n be any integer with ϕs−1 < n ≤ [ϕs] for every s > R. Then we have

1

n

n∑
k=1

M

(
d

(
uk
vk
, L

))
≤ 1

ϕs−1

[ϕs]∑
k=1

M

(
d

(
uk
vk
, L

))

=
1

ϕs−1

[ϕ1]∑
k=1

M

(
d

(
uk
vk
, L

))
+

[ϕ2]∑
[ϕ1]

M

(
d

(
uk
vk
, L

))
+ ...+

[ϕs]∑
[ϕs−1]

M

(
d

(
uk
vk
, L

))
≤ ϕ1
ϕs−1

 1

ϕ1

∑
k∈σ,σ∈P (1)

M

(
d

(
uk
vk
, L

))+
ϕ2
ϕs−1

 1

ϕ2

∑
k∈σ,σ∈P (2)

M

(
d

(
uk
vk
, L

))+ ...

+
ϕR
ϕs−1

 1

ϕR

∑
k∈σ,σ∈P (R)

M

(
d

(
uk
vk
, L

))+ ...+
ϕs
ϕs−1

 1

ϕs

∑
k∈σ,σ∈P (s)

M

(
d

(
uk
vk
, L

)) ,

where P (t) are sets of integer which have more than [ϕt] elements for t ∈ {1, 2, ...s}.
By taking limit as n→ ∞ on the last relation we get

1

n

n∑
k=1

M

(
d

(
uk
vk
, L

))
→ 0.

It follows that (uk)
[C1]

L(M)∼ (vk). �

Theorem 4.6. Let (uk), (vk) be two sequences of fuzzy real numbers. Let M be an
Orlicz function. Then

(a) (uk)
[C1]

L(M)∼ (vk) ⇒ (uk)
SL

∼ (vk).

(b) If M satisfies the ∆2-condition and (uk) ∈ ℓF∞(M) such that (uk)
SL

∼ (vk) then

(uk)
[C1]

L(M)∼ (vk).
(c) If M satisfies the ∆2-condition, then [C1]L(M) ∩ ℓF∞(M) = SL ∩ ℓF∞(M), where

ℓF∞(M) = {(uk) ∈ wF : M(uk) ∈ ℓF∞}.

Proof. (a) Suppose that (uk)
[C1]

L(M)∼ (vk). Then for every ε > 0 we have

1

n

∣∣∣∣{k ≤ n : M

(
d

(
uk
vk
, L

))
≥M(ε)

}∣∣∣∣
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≤ 1

n

n∑
k=1

M
(
d
(

uk
vk
,L

))
≥M(ε)

M

(
d

(
uk
vk
, L

))
≤ 1

n

n∑
k=1

M

(
d

(
uk
vk
, L

))
.

This established the result.
(b) The proof of this part follows from the same techniques used in the proofs of the
Theorems 3.3 and 4.3.
(c) It follows from (a) and (b). �

Theorem 4.7. Let (uk), (vk) be two sequences of fuzzy real numbers. Let M be an
Orlicz function. Then

(a) (uk)
[ϕ]L(M)∼ (vk) ⇒ (uk)

SL
ϕ∼ (vk).

(b) If M satisfies the ∆2-condition and (uk) ∈ ℓF∞(M) such that (uk)
SL
ϕ∼ (vk) then

(uk)
[ϕ]L(M)∼ (vk).

(c) If M satisfies the ∆2-condition, then [ϕ]L(M) ∩ ℓF∞(M) = SLϕ ∩ ℓF∞(M).

Proof. The proof of this theorem follows from the same techniques used in the proofs
of the Theorems 3.3, 4.3 and 4.6. �
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1. Introduction

Definition 1.1. The function f : [a, b] ⊂ R → R, is said to be convex if the following
inequality holds

f(λx+ (1 − λ)y) ≤ λf(x) + (1 − λ)f(y)

for all x, y ∈ [a, b] and λ ∈ [0, 1] . We say that f is concave if (−f) is convex.

The inequalities discovered by C. Hermite and J. Hadamard for convex functions
are very important in the literature (see, e.g.,[18, p.137], [12]). These inequalities
state that if f : I → R is a convex function on the interval I of real numbers and
a, b ∈ I with a < b, then

f

(
a+ b

2

)
≤ 1

b− a

∫ b

a

f(x)dx ≤ f (a) + f (b)

2
. (1)

Both inequalities hold in the reversed direction if f is concave. We note that Hadamard’s
inequality may be regarded as a refinement of the concept of convexity and it follows
easily from Jensen’s inequality. Hadamard’s inequality for convex functions has re-
ceived renewed attention in recent years and a remarkable variety of refinements and
generalizations have been found (see, for example, [1, 2, 12, 13, 18]) and the references
cited therein.

Definition 1.2. [4] Let s be a real number, s ∈ (0, 1]. A function f : [0,∞)→[0,∞)
is said to be s−convex (in the second sense), or that f belongs to the class K2

s , if f

f(λx+ (1 − λ)y) ≤ λsf(x) + (1 − λ)sf(y)

for all x, y ∈ [0,∞) and λ ∈ [0, 1].

An s−convex function was introduced in Breckner’s paper [4] and a number of
properties and connections with s−convexity in the first sense are discussed in paper
[11]. Of course, s−convexity means just convexity when s = 1.

In [10], Dragomir and Fitzpatrick proved a variant of Hadamard’s inequality which
holds for s−convex functions in the second sense.
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Theorem 1.1. [10] Suppose that f : [0,∞) → [0,∞) is an s-convex function in the
second sense, where s ∈ (0, 1), and let a, b ∈ [0,∞), a < b. If f ∈ L1([a, b]), then the
following inequalities hold:

2s−1f(
a+ b

2
) ≤ 1

b− a

b∫
a

f(x)dx ≤ f(a) + f(b)

s+ 1
. (2)

The constant k = 1
s+1 is the best possible in the second inequality in (2).

Meanwhile, Sarikaya et al.[21] presented the following important integral iden-
tity including the first-order derivative of f to establish many interesting Hermite-
Hadamard type inequalities for convexity functions via Riemann-Liouville fractional
integrals of the order α > 0.

Lemma 1.2. Let f : [a, b] → R be a differentiable mapping on (a, b) with a < b. If
f ′ ∈ L [a, b] , then the following equality for fractional integrals holds:

f(a) + f(b)

2
− Γ(α+ 1)

2 (b− a)
α

[
Jαa+f(b) + Jαb−f(a)

]
(3)

=
b− a

2

∫ 1

0

[(1 − t)
α − tα] f ′ (ta+ (1 − t)b) dt.

It is remarkable that Sarikaya et al.[21] first give the following interesting inte-
gral inequalities of Hermite-Hadamard type involving Riemann-Liouville fractional
integrals.

Theorem 1.3. Let f : [a, b] → R be a positive function with 0 ≤ a < b and f ∈
L1 [a, b] . If f is a convex function on [a, b], then the following inequalities for fractional
integrals hold:

f

(
a+ b

2

)
≤ Γ(α+ 1)

2 (b− a)
α

[
Jαa+f(b) + Jαb−f(a)

]
≤ f (a) + f (b)

2
(4)

with α > 0.

In the following we will give some necessary definitions and mathematical prelimi-
naries of fractional calculus theory which are used further in this paper. More details,
one can consult [14, 15, 17, 19].

Definition 1.3. Let f ∈ L1[a, b]. The Riemann-Liouville integrals Jαa+f and Jαb−f of
order α > 0 with a ≥ 0 are defined by

Jαa+f(x) =
1

Γ(α)

∫ x

a

(x− t)
α−1

f(t)dt, x > a

and

Jαb−f(x) =
1

Γ(α)

∫ b

x

(t− x)
α−1

f(t)dt, x < b

respectively. Here, Γ(α) is the Gamma function and J0
a+f(x) = J0

b−f(x) = f(x).

For some recent results connected with fractional integral inequalities see ([3, 5, 6,
7, 8, 9, 16, 20, 22, 23, 24]).

The aim of this paper is to establish generalized Hermite-Hadamard type integral
inequalities for the class of functions whose derivatives in absolute value at certain
powers are s-convex functions by using Riemann-Liouville fractional integral and some
other integral inequalities. The results presented in this paper provide extensions of
those given in earlier works.
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2. Main Results

For our results, we give the following important fractional integral identity [22]:

Lemma 2.1. Let f : [a, b] → R be a differentiable mapping on (a, b) with 0 ≤ a < b.
If f ′ ∈ L [a, b] , then the following equality for fractional integrals holds:

−f(λa+ (1 − λ)b) + f(λb+ (1 − λ)a)

(1 − 2λ)(b− a)
+

Γ(α+ 1)

(1 − 2λ)α+1(b− a)α+1

×
[
Jα(λb+(1−λ)a)+f(λa+ (1 − λ)b) + Jα(λa+(1−λ)b)−f(λb+ (1 − λ)a)

]
(5)

=

1∫
0

[(1 − t)α − tα] f ′ [t(λa+ (1 − λ)b) + (1 − t)(λb+ (1 − λ)a)] dt

where λ ∈ [0, 1] \{ 1
2} and α > 0.

Theorem 2.2. Let f : [a, b] → R be a differentiable mapping on (a, b) with 0 ≤ a < b.
If |f ′|q , q ≥ 1 is s-convex on [a, b] , then the following inequality for fractional integrals
holds:∣∣∣∣f(λa+ (1 − λ)b) + f(λb+ (1 − λ)a)

(1 − 2λ)(b− a)
− Γ(α+ 1)

(1 − 2λ)α+1(b− a)α+1

×
[
Jα(λb+(1−λ)a)+f(λa+ (1 − λ)b) + Jα(λa+(1−λ)b)−f(λb+ (1 − λ)a)

]∣∣∣
≤

(
2

α+ 1

[
1 − 1

2α

])1− 1
q [

|f ′(λa+ (1 − λ)b)|q + |f ′(λb+ (1 − λ)a)|q
] 1

q (6)

×
[
B1\2 (s+ 1, α+ 1) − 1

2α+s (α+ s+ 1)
+

1

α+ s+ 1
−B1/2 (α+ 1, s+ 1)

] 1
q

where λ ∈ [0, 1] \{ 1
2}, α > 0, and Bx is the incomplete beta function defined as follows

Bx(m,n) =

∫ x

0

tm−1(1 − t)n−1, m, n > 0, 0 < x ≤ 1. (7)

Proof. Firstly, we suppose that q = 1. Using Lemma 2.1 and s-convexity of |f ′|q , we
find that∣∣∣∣f(λa+ (1 − λ)b) + f(λb+ (1 − λ)a)

(1 − 2λ)(b− a)
− Γ(α+ 1)

(1 − 2λ)α+1(b− a)α+1

×
[
Jα(λb+(1−λ)a)+f(λa+ (1 − λ)b) + Jα(λa+(1−λ)b)−f(λb+ (1 − λ)a)

]∣∣∣
≤

1∫
0

|(1 − t)α − tα| |f ′ [t(λa+ (1 − λ)b) + (1 − t)(λb+ (1 − λ)a)]| dt

≤
1∫

0

|(1 − t)α − tα| [ts |f ′(λa+ (1 − λ)b)| + (1 − t)s |f ′(λb+ (1 − λ)a)|] dt

= |f ′(λa+ (1 − λ)b)|


1
2∫

0

[
(1 − t)

α
.ts − tα+s

]
dt+

1∫
1
2

[
tα+s − (1 − t)

α
.ts
]
dt
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+ |f ′(λb+ (1 − λ)a)|


1
2∫

0

[
(1 − t)

α+s − tα (1 − t)
s
]
dt+

1∫
1
2

[
tα (1 − t)

s − (1 − t)
α+s
]
dt


=

[
B1/2 (s+ 1, α+ 1) −B1/2 (α+ 1, s+ 1) − 1

2α+s(α+ s+ 1)
+

1

α+ s+ 1

]
× [|f ′(λa+ (1 − λ)b)| + |f ′(λb+ (1 − λ)a)|]

Secondly, we suppose that q > 1. Using Lemma 2.1 and power mean inequality, we
obtain

1∫
0

|(1 − t)α − tα| |f ′ [t(λa+ (1 − λ)b) + (1 − t)(λb+ (1 − λ)a)]| dt

≤

 1∫
0

|(1 − t)α − tα| dt

1− 1
q

(8)

×

 1∫
0

|(1 − t)α − tα| |f ′ [t(λa+ (1 − λ)b) + (1 − t)(λb+ (1 − λ)a)]|q dt


1
q

.

Hence, using s-convexity of |f ′|q and (8) we obtain∣∣∣∣f(λa+ (1 − λ)b) + f(λb+ (1 − λ)a)

(1 − 2λ)(b− a)
− Γ(α+ 1)

(1 − 2λ)α+1(b− a)α+1

×
[
Jα(λb+(1−λ)a)+f(λa+ (1 − λ)b) + Jα(λa+(1−λ)b)−f(λb+ (1 − λ)a)

]∣∣∣
≤

 1∫
0

|(1 − t)α − tα| dt

1− 1
q

×

 1∫
0

|(1 − t)α − tα| |f ′ [t(λa+ (1 − λ)b) + (1 − t)(λb+ (1 − λ)a)]|q dt


1
q

≤


1
2∫

0

[(1 − t)α − tα] dt+

1∫
1
2

[tα − (1 − t)α] dt


1− 1

q

×

 1∫
0

|(1 − t)α − tα|
[
ts |f ′(λa+ (1 − λ)b)|q + (1 − t)s |f ′(λb+ (1 − λ)a)|q

]
dt


1
q

≤
(

2

α+ 1

[
1 − 1

2α

])1− 1
q [

|f ′(λa+ (1 − λ)b)|q + |f ′(λb+ (1 − λ)a)|q
] 1

q

[
B1/2 (s+ 1, α+ 1) −B1/2 (α+ 1, s+ 1) − 1

2α+s(α+ s+ 1)
+

1

α+ s+ 1

] 1
q

.

This completes the proof. �
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Remark 2.1. If we take s = 1 in Theorem 2.2, then Theorem 2.2 reduces to Theorem
3 which is proved by Sarikaya and Budak in [22].

Remark 2.2 (Trapezoid Inequality). If we take s = 1, α = 1 and λ = 0 (or λ = 1)
in Theorem 2.2, we have∣∣∣∣∣∣f(a) + f(b)

2
− 1

b− a

b∫
a

f(x)dx

∣∣∣∣∣∣ ≤ b− a

8
2

q−1
q
[
|f ′(a)|q + |f ′(b)|q

] 1
q

where q ≥ 1. Choosing q = 1 in last inequality, it follows that∣∣∣∣∣∣f(a) + f(b)

2
− 1

b− a

b∫
a

f(x)dx

∣∣∣∣∣∣ ≤ b− a

8
[|f ′(a)| + |f ′(b)|]

which are proved by Dragomir and Agarwal in [13].

Theorem 2.3. Let f : [a, b] → R be a differentiable mapping on (a, b) with 0 ≤ a < b.
If |f ′|q s-convex on [a, b] for same fixed q > 1, then the following inequality for
fractional integrals holds:∣∣∣∣f(λa+ (1 − λ)b) + f(λb+ (1 − λ)a)

(1 − 2λ)(b− a)
− Γ(α+ 1)

(1 − 2λ)α+1(b− a)α+1

×
[
Jα(λb+(1−λ)a)+f(λa+ (1 − λ)b) + Jα(λa+(1−λ)b)−f(λb+ (1 − λ)a)

]∣∣∣
≤

(
2

αp+ 1

) 1
p
(

1 − 1

2αp

) 1
p
(
|f ′(λa+ (1 − λ)b)|q + |f ′(λb+ (1 − λ)a)|q

s+ 1

) 1
q

where
1

p
+

1

q
= 1, α > 0 and λ ∈ [0, 1] \{ 1

2}.

Proof. Using Lemma 2.1, s-convexity of |f |q and well-known Hölder’s inequality, we
obtain∣∣∣∣f(λa+ (1 − λ)b) + f(λb+ (1 − λ)a)

(1 − 2λ)(b− a)
− Γ(α+ 1)

(1 − 2λ)α+1(b− a)α+1

×
[
Jα(λb+(1−λ)a)+f(λa+ (1 − λ)b) + Jα(λa+(1−λ)b)−f(λb+ (1 − λ)a)

]∣∣∣
≤

1∫
0

|(1 − t)α − tα| |f ′ [t(λa+ (1 − λ)b) + (1 − t)(λb+ (1 − λ)a)]| dt

≤

 1∫
0

|(1 − t)α − tα|p dt


1
p
 1∫

0

|f ′ [t(λa+ (1 − λ)b) + (1 − t)(λb+ (1 − λ)a)]|q dt


1
q

≤


1
2∫

0

[(1 − t)
α − tα]

p
dt+

1∫
1
2

[tα − (1 − t)α]
p
dt


1
p

×

 1∫
0

ts |f ′(λa+ (1 − λ)b)|q + (1 − t)s |f ′(λb+ (1 − λ)a)|q


1
q
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=

(
2

αp+ 1

) 1
p
(

1 − 1

2αp

) 1
p
(
|f ′(λa+ (1 − λ)b)|q + |f ′(λb+ (1 − λ)a)|q

s+ 1

) 1
q

.

Here, we use

(c− d)p ≤ cp − dp,

for any c > d ≥ 0 and p ≥ 1. �

Remark 2.3. If we take s = 1 in Theorem 2.3, then Theorem 2.3 reduces to Theorem
4 which is proved by Sarikaya and Budak in [22].

Remark 2.4 (Trapezoid Inequality). If we take s = 1, α = 1 and λ = 0 (or λ = 1)
in Theorem 2.3, we have∣∣∣∣∣∣f(a) + f(b)

2
− 1

b− a

b∫
a

f(x)dx

∣∣∣∣∣∣ ≤ b− a

2

[
2

p+ 1

(
1 − 1

2p

)] 1
p
(
|f ′(a)|q + |f ′(b)|q

2

) 1
q

which are proved by Dragomir and Agarwal in [13].

Theorem 2.4. Let f : [a, b] → R be a differentiable mapping on (a, b) with 0 ≤ a < b.
If |f ′|q is a s-convex on [a, b] for same fixed q ≥ 1,then the following inequality for
fractional integrals holds:∣∣∣∣f(λa+ (1 − λ)b) + f(λb+ (1 − λ)a)

(1 − 2λ)(b− a)
− Γ(α+ 1)

(1 − 2λ)α+1(b− a)α+1

×
[
Jα(λb+(1−λ)a)+f(λa+ (1 − λ)b) + Jα(λa+(1−λ)b)−f(λb+ (1 − λ)a)

]∣∣∣
≤

[
B1/2 (αq + 1, s+ 1) −B1\2 (s+ 1, αq + 1) +

1

αq + s+ 1

(
1 − 1

2αq+s

)] 1
q

×
(
|f ′(λa+ (1 − λ)b)|q + |f ′(λb+ (1 − λ)a)|q

) 1
q

where λ ∈ [0, 1] \{ 1
2} and α > 0.

Proof. Using Lemma 2.1, s-convexity of |f ′|q , and well-known Hölder’s inequality, we
have∣∣∣∣f(λa+ (1 − λ)b) + f(λb+ (1 − λ)a)

(1 − 2λ)(b− a)
− Γ(α+ 1)

(1 − 2λ)α+1(b− a)α+1

×
[
Jα(λb+(1−λ)a)+f(λa+ (1 − λ)b) + Jα(λa+(1−λ)b)−f(λb+ (1 − λ)a)

]∣∣∣
≤

1∫
0

|(1 − t)α − tα| |f ′ [t(λa+ (1 − λ)b) + (1 − t)(λb+ (1 − λ)a)]| dt

≤

 1∫
0

1pdt


1
p
 1∫
0

|(1 − t)α − tα|q |f ′ [t(λa+ (1 − λ)b) + (1 − t)(λb+ (1 − λ)a)]
q| dt


1
q
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=


1
2∫

0

[(1 − t)α − tα]
q |f ′ [t(λa+ (1 − λ)b) + (1 − t)(λb+ (1 − λ)a)]|q dt

+

1
2∫

0

[tα − (1 − t)α]
q |f ′ [t(λa+ (1 − λ)b) + (1 − t)(λb+ (1 − λ)a)]|q dt


1
q

≤

|f ′(λa+ (1 − λ)b)|q
1
2∫

0

[
(1 − t)qαts − tqα+s

]
dt

+ |f ′(λb+ (1 − λ)a)|q
1
2∫

0

[
(1 − t)qα+s − tqα(1 − t)s

]
dt

+ |f ′(λa+ (1 − λ)b)|q
1∫

1
2

[
tqα+s − (1 − t)qαts

]
dt

+ |f ′(λb+ (1 − λ)a)|q
1∫

1
2

[
tqα(1 − t)s − (1 − t)qα+s

]
dt


1
q

=

[
B1/2 (αq + 1, s+ 1) −B1\2 (s+ 1, αq + 1) +

1

αq + s+ 1
− 1

2αq+s (αq + s+ 1)

] 1
q

× [|f ′(λa+ (1 − λ)b)| + |f ′(λb+ (1 − λ)a)|]
1
q .

Here, we use (A−B)p ≤ Ap −Bp, for any A > B ≥ 0 and q ≥ 1. �

Remark 2.5. If we take s = 1 in Theorem 2.4, the Theorem 2.4 reduces the Theorem
5 which is proved by Sarikaya and Budak in [22].

Remark 2.6 (Trapezoid Inequality). If we take s = 1, α = 1 and λ = 0 (or λ = 1)
in Theorem 2.4, we have∣∣∣∣∣∣f(a) + f(b)

2
− 1

b− a

b∫
a

f(x)dx

∣∣∣∣∣∣ ≤ b− a

2

[
1

q + 1

(
1 − 1

2q+1

)] 1
q
(
|f ′(a)|q + |f ′(b)|q

2

) 1
q

.
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Sinc-Legendre collocation method for the non-linear Burgers’
fractional equation

Kamel Al-Khaled

Abstract. This paper deals with the numerical solution of the nonlinear fractional Burgers’
equation. The fractional derivatives are described based on the Caputo sense. We construct
the solution using different approach, that is based on using collocation techniques. The
solution is based on using the Sinc method, which builds an approximate solution valid on the

entire spatial domain, and in the time domain, we use the shifted Legendre polynomials to
replace the time fractional derivatives. The error in the approximation is shown to converge to
the exact solution at an exponential rate. Illustrative examples are given with an applications
from traffic flow, and the numerical results are shown to demonstrate the efficiency of the

newly proposed method.
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1. Introduction

Nonlinear partial differential equations appear in many branches of chemistry, physics,
engineering and applied mathematics. The Burgers equation [6, 7], which is a nonlin-
ear partial differential equation of second order, is used in disciplines as a simplified
model for turbulence, boundary layer behavior, shock wave formation and mass trans-
port. Due to the recent development of new modeling approaches, reaction-diffusion
equations are the subject of new mathematical interest concerning chemical reactions
and electro-chemistry of corrosion, it has turned that many phenomena in engineer-
ing, chemistry and other sciences can be described very successfully by models using
mathematical tools from fractional calculus. For better understanding the phenomena
that a given nonlinear fractional partial differential equation describes, the solutions
of differential equations of fractional order is much involved. The fractional Burgers
equation [11] describes the physical processes of unidirectional propagation of weakly
nonlinear acoustic wave through a gas-filled pipe. Fractional derivatives provide more
accurate models of real world problems than integer order derivatives do.

In recent years, there has been a growing interest in the field of fractional calcu-
lus. Oldham and Spanier [14], Miller and Ross [10], Momani [12, 13] and Podlubny
[15] provide the history and a comprehensive treatment of this subject. Fractional
calculus is the field of mathematical analysis, which deals with the investigation and
applications of integrals and derivatives of arbitrary order, which can be real or com-
plex. The idea appeared in a letter by Leibniz to L’Hospital in 1695. The subject of
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fractional calculus has gained importance during the past three decades due mainly
to its demonstrated applications in different areas of physics and engineering. Seve-
ral fields of applications of fractional differentiation and fractional integration are
already well established, some others just started. Many applications of fractional
calculus can be found in turbulence and fluid dynamics, stochastic dynamical sys-
tems, plasma physics and controlled thermonuclear fusion, nonlinear control theory,
image processing, nonlinear biological systems, for more see [18] and the references
therein. Indeed, it provides several potentially useful tools for solving differential
equations. It is important to solve time fractional partial differential equations. It
was found that fractional time derivatives arise generally as infinitesimal generators
of the time evolution when taking along time scaling limit. Hence, the importance
of investigating fractional equations arises from the necessity to sharpen the concepts
of equilibrium, stability states, and time evolution in the long time limit. In general,
there exists no method that yields an exact solution for nonlinear fractional partial
differential equations. There has been some attempt to solve linear problems with
multiple fractional derivatives. In [1], an approximate solution based on the decompo-
sition method is given for the generalized fractional diffusion-wave equation. In [30],
the authors used the Sinc-Legendre collocation method to a numerical solution for a
class of fractional convection-diffusion equation. The survey paper [22] discusses the
application of Sinc methods to fractional differential equations. In the present paper,
we consider the fractional Burgers’ equation:

∂αu(x, t)

∂tα
+ u(x, t)

∂u(x, t)

∂x
= ϵ

∂2u(x, t)

∂x2
, (x, t) ∈ (a, b) × (0, T ) (1)

with the following initial and boundary conditions

u(x, 0) = u0(x), x ∈ IR (2)

u(a, t) = γ(t), u(b, t) = δ(t), t ≥ 0 (3)

where ϵ is the coefficient of the kinematic viscosity, T is the total time, and u0(x), γ(t),
and δ(t) are given functions of the variables. We construct the solution of Equations
(1)-(3) using a new approach. This approach is based on the use of collocation tech-
niques. The main idea consists of reducing the solution of the problem to a set of
algebraic equations by expanding the required solution as the elements of Legendre
polynomials in time direction, and the Sinc function basis in the space direction.
To the best of the author’s knowledge, such approach has not been used for solving
non-linear fractional partial differential equations. But, it has been used for lin-
ear fractional PDEs [30]. One important application of equation (1) when α = 1,
which was used as a simple model of turbulence in an extensive study by Burgers’.
Regarding the velocity field of a fluid, the essential ingredient is the competition be-
tween the dissipative term, ϵuxx the coefficient of which is the kinematic viscosity,
and the nonlinear term uux. Equation (1), which appears as a mathematical model
for many physical events, such as gas dynamics, turbulence and shock wave theory
[28]. Many researchers have used various numerical methods to solve Burgers’ equa-
tion [26, 25, 32, 31]. In [19], numerical solutions of Burgers equation defined by a new
generalized time-fractional derivative are discussed. The approximate solution of time
and/or space fractional Burgers equations are obtained by several methods, such as
Adomian decomposition [11], variational iteration [9], homotopoy perturbation anal-
ysis [20]. Lund [27], uses Sinc-Galerkin method to find a numerical solution of the
nonlinear advection-diffusion equation (Burgers’ equation). The method results in an
iterative scheme of an error of order O(exp(−c/h)) for some positive constants c, h.
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In [29], the Burgers’ equation is transformed into an equivalent integral equation, and
a Sinc-collocation procedure is developed for the integral equation. In [33] a compar-
ison between Cole-Hopf transformation and the decomposition method is made for
solving Burgers’ equation. Fractional calculus has been used as a model for many
physical processes, for this reason a reliable and efficient technique for the solution
of nonlinear fractional differential equations is sought. We construct a solution of
Equations (1)-(3) using a new approach. This approach is based on the use of col-
location techniques. The main idea consists of reducing the solution of the problem
to a set of algebraic equations by expanding the required solution as the elements
of Legendre polynomials in time direction, and the Sinc function basis in the space
direction. Many definitions and studies for the fractional calculus may be found in
the literature. These definitions include, Riemman-Liouville, Weyl, Reize, Campos,
Caputa, and Nishimoto fractional operator. The Riemann-Liouville definition of frac-
tional derivative operator Jαa which is defined in [23, 14, 16]. The Riemann-Liouville
derivative has certain disadvantages when trying to model real-world phenomena with
fractional differential equations. Therefore, we shall introduce a modified fractional
differentiation operator Dα proposed by Caputo’s (see, [23]). Sinc function that will
be used in this paper, are discussed in Stenger [29] and by Lund [27]. The paper
is organized as follows: In section 2, we recall notations and definitions of the Sinc
function, and derive some formulas that will be needed for developing our method.
In section 3, we introduce some necessary definitions of the fractional calculus theory.
In section 4, the fractional-order shifted Legendre functions and their properties are
obtained. Section 5 is devoted to the solution of the fractional Burgers equation using
the proposed method. In section 6, we apply the newly method to specific problems,
compare the results, and the accuracy of the proposed schemes is demonstrated. Also,
a conclusion is given in the last section.

2. Sinc function properties

The goal of this section is to recall notations and definitions of the Sinc function
that will be used in this paper. These are discussed in [29, 27, 4]. Let f be a function
defined on IR and h > 0 a step size. Then Whittaker cardinal function is defined by
the series C(f, h, x) =

∑∞
k=−∞ f(kh)S(k, h)(x), whenever this series converges, and

where the k-th Sinc function is defined as

S(k, h)(x) = sinc [(x− kh)/h] =
sin[π(x− kh)/h]

π(x− kh)/h

The properties of Sinc functions have been extensively studied in [29, 27]. A
comprehensive survey of these approximation properties is found in [2, 3]. Now, for
positive integer N , define

CN (f, h, x) =
N∑

k=−N

f(kh)S(k, h)(x) (4)

Definition 2.1. Let d > 0, and let Dd denote the region {z = x+ iy|y| < d} in the
complex plane C, and ϕ the conformal map of a simply connected domain D in the
complex plane domain onto Dd such that ϕ(a) = −∞ and ϕ(b) = ∞, where a and b
are the boundary points of D. Let ψ denote the inverse map of ϕ, and let the arc Γ,
with end points a and b (a, b /∈ Γ), be given by Γ = ψ(−∞,∞). For h > 0, let the
points xk on Γ be given by xk = ψ(kh), z ∈ Z and ρ(z) = exp(ϕ(z)).
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Figure 1. The k − th Sinc function S(k, h)(x), k = −1, 0, 1 and h = 1.

Hence, the numerical process developed in the domain containing the whole real
line can be carried over to infinite interval by the inverse map.

Definition 2.2. Let B(D) be the class of functions f that are analytic in D and
satisfy

∫
ψ(L+u)

|F (z)dz| → 0, u → ∓∞ where L = {iy : |y| < d ≤ π/2}, and on the

boundary ∂D satisfy T (F ) =
∫
∂D

|f(z)dz| <∞. Corresponding to the number α, let
Lα(D) denote the family of all functions f that are analytic for which there exists a
constant C0 such that

|f(z)| ≤ C0
|ρ(z)|α

[1 + |ρ(z)|]2α
, ∀z ∈ D.

By introducing the conformal map ϕ, and a ”nullifier” function g the following
theorem gives a formula for approximating the m−th derivatives of f on Γ. Let g be
analytic function on D, and for k ∈ Z, set

Sj(z) = g(z)sinc
[ϕ(z) − jh

h

]
= g(z)S(j, h) ◦ ϕ(z), z ∈ D

Theorem 2.1. [29, p. 208] Let ϕ′f/g ∈ B(D),

sup
−π/h≤t≤π/h

∣∣∣( d
dx

)n
g(x) exp(itϕ(x))

∣∣∣ ≤ C1h
−n, x ∈ Γ,

for n = 0, 1, 2, ...,m, with C1 a constant depending only on m,ϕ and g. If f/g ∈
Lα(D), α a positive constant, then taking h =

√
πd/(αN) it follows that

sup
x∈Γ

∣∣∣f (n)(x) −
N∑

j=−N

f(xj)

g(xj)
S
(n)
j (x)

∣∣∣ ≤ C2N
n+1
2 exp(−

√
πdαN)

for n = 0, 1, ...,m, with C2 a constant depending only on m,ϕ, g, d, α and f .

The approximation of the m−th derivative of f in Theorem 2.1 is simply an m−th
derivative of of CN (f/g, h, x) in equation (4). The weight function g is chosen relative
to the order of the derivative that is to be approximated. For instance, to approximate
the m−th derivative, the choice g(x) = 1/(ϕ′(x))m is often suffice. The Sinc method
requires that the derivatives of Sinc functions be evaluated at the nodes. Technical
calculations provide the following results that will be useful in formulating the discrete
system [29, 27], and these quantities are delineated by

δ
(q)
jk = hq

dq

dϕq
[Sj ◦ ϕ(x)]

∣∣∣
x=xk

, q = 0, 1, 2.
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In particular, the following convenient notation will be useful in formulating the dis-
crete system

δ
(0)
jk = [S(j, h) ◦ ϕ(x)]

∣∣∣
x=xk

=

 1, j = k

0, j ̸= k,

δ
(1)
jk = h

d

dϕ
[S(j, h) ◦ ϕ(x)]

∣∣∣
x=xk

=


0, j = k

(−1)k−j

(k−j) , j ̸= k

and,

δ
(2)
jk = h2

d2

dϕ2
[S(j, h) ◦ ϕ(x)]

∣∣∣
x=xk

=


−π2

3 , j = k

−2(−1)k−j

(k−j)2 , j ̸= k

So the approximation of a function f(x) by Sinc expansion is given by

f(x) ≈ fN (x) =

N∑
j=−N

f(xj)

g(xj)
Sj(x). (5)

To approximate the k−th derivative of f(x), we solve the linear system of equations∫ b

a

f
(k)
N (x)

S(k, h) ◦ ϕ(x)

ϕ′(x)
dx = 0, k = −N, ..., N

Integration by parts to change integrals involving derivatives of fN into integrals
involving fN , so the approximation of the first and second derivatives at the Sinc
nodes xk takes the form

f ′(xk) =

N∑
j=−N

{
δ
(1)
jk

h
+ δ

(0)
jk g

′(xj)

}
f(xj)

g(xj)
+ E1 (6)

and,

f ′′(xk) =
N∑

j=−N

{
δ
(2)
jk

h2
+ hδ

(1)
jk

[ ϕ′′(xk)

(ϕ′(xk))2

]} f(xj)

g(xj)
+ E2 (7)

where E1 = O(N exp(−
√
πdαN)) and E2 = O(N3/2 exp(−

√
πdαN)). The ap-

proximations (6), (7) are more conveniently recorded by defining the vector f⃗ =
(f−N , ...., f0, ...., fN )T . Then define the m × m, (m = 2N + 1) Toeplitz matrices

I
(q)
m = [δ

(q)
jk ], q = 0, 1, 2. i.e., the matrix whose jk− entry is given by δ

(q)
jk , q = 0, 1, 2.

Also define the diagonal matrix D(g) = diag [g(x−N ), ..., g(xN )]. Note that the ma-

trix I(2) is a symmetric matrix, i.e., I
(2)
jk = I

(2)
kj . The matrix I(1) is skew-symmetric

matrix, i.e., I
(1)
jk = −I(1)kj and they take the form

I(2)m =


−π2

3 2
... (−1)m−1

m−1

2 . . .
... . .

...

(−1)m−1

m−1

... 2 −π2

3

 , I(1)m =


0 −1 . . . (−1)m−1

m−1

1 0
...

...
...

(−1)m−1

m−1 . . . 1 0


(8)

While the matrix I(0) is an identity matrix. For the present paper the interval Γ
in Theorem 2.1 is (a, b). Therefore, to approximate the first derivative, we take
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ϕ(x) = ln(x−ab−x ), and g(x) = 1/ϕ′(x). Then the approximation of the first derivative
evaluated at the vector nodes xj can be written as

f⃗ ′(xj) ≈
[−1

h
I(1)m D(ϕ′) + I(0)m D(ϕ′′/ϕ′)

]
f⃗(xj) ≡ Af⃗(xj) (9)

and for the second derivative takes the form

f⃗ ′′(xj) ≈
[ 1

h2
I(2)m + hI(1)m D(ϕ′/ϕ′2)

]
f⃗(xj) ≡ Bf⃗(xj) (10)

3. Basic Definition of Fractional Calculus

This section is devoted to a description of the operational properties of the pur-
pose of acquainting with sufficient fractional calculus theory, to enable us to follow
the solution of the fractional Burgers equation. Many definitions and studies of frac-
tional calculus have been proposed in the last two centuries. These definitions include,
Riemman-Liouville, Weyl, Reize, Campos, Caputa, and Nishimoto fractional opera-
tor. Mainly, in this paper, we will re-introduce section 2 of [1]. The Riemann-Liouville
definition of fractional derivative operator Jαa is defined as follows:

Definition 3.1. Let α ∈ IR+. The operator Jα, defined on the usual Lebesque space
L1[a, b] by

Jαa f(x) = 1
Γ(α)

∫ x
a

(x− t)α−1f(t)dt

J0
af(x) = f(x)

for a ≤ x ≤ b, is called the Riemann-Liouville fractional integral operator of order α.

Properties of the operator Jα can be found in [16], we mention the following: For
f ∈ L1[a, b], α, β ≥ 0 and γ > −1
(1) Jαa f(x) exists for almost every x ∈ [a, b]
(2) Jαa J

β
a f(x) = Jα+βa f(x)

(3) Jαa J
β
a f(x) = Jβa J

α
a f(x)

(4) Jαa x
γ = Γ(γ+1)

Γ(α+γ+1) (x− a)α+γ .

As mentioned in [11], the Riemann-Liouville derivative has certain disadvantages
when trying to model real-world phenomena with fractional differential equations.
Therefore, we shall introduce now a modified fractional differentiation operator Dα

proposed by Caputo in his work on the theory of viscoelasticity [23].

Definition 3.2. The fractional derivative of f(x) in the Caputo sense is defined as

Dαf(x) = Jm−αDmf(x) =
1

Γ(m− α)

∫ x

0

(x− t)m−α−1f (m)(t)dt, (11)

m− 1 < α ≤ m,m ∈ N, x > 0.

Also, we need here two of its basic properties.

Lemma 3.1. If m− 1 < α ≤ m, and f ∈ L1[a, b], then Dα
aJ

α
a f(x) = f(x), and

JαaD
α
a f(x) = f(x) −

m−1∑
k=0

f (k)(0−)
(x− a)k

k!
, x > 0.

The Caputo fractional derivative is considered in the Caputo sense. The reason for
adopting the Caputo definition is as follows [11]. To solve differential equations, we
need to specify additional conditions in order to produce an unique solution. For the
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case of Caputo fractional differential equations, these additional conditions are just the
traditional conditions, which are taken to those of classical differential equations, and
are therefore familiar to us. In contrast, for Riemann-Liouville fractional differential
equations, these additional conditions constitute certain fractional derivatives of the
unknown solution at the initial point x = 0, which are functions of x. The unknown
function u = u(x, t) is assumed to be a causal function of time, i.e., vanishing for t < 0.
Also, the initial conditions are not physical; furthermore, it is not clear how much
quantities are to be measured from experiment, say, so that they can be appropriately
assigned in an analysis. For more details on the geometric and physical interpretation
for fractional derivatives of both Riemann-Liouville and Caputo types see [23, 11].

Definition 3.3. For m to be the smallest integer that exceeds α, the Caputo frac-
tional derivatives of order α > 0 are defined as

Dαu(x, t) =
∂αu(x, t)

∂tα
=


1

Γ(m−α)
∫ t
0
(t− τ)m−α−1 ∂

mu(x,τ)
∂τm dτ, m− 1 < α < m

∂mu(x,t)
∂tm , α = m ∈ N

For mathematical properties of fractional derivatives and integrals one can consult
the mentioned references.

4. Shifted-Legendre Polynomials

Legendre polynomials ℓk(t), k = 0, 1, 2, ... are the eigenfunctions for the Sturm-
Liouville problem

d

dt
[(1 − t2)ℓ′k(t)] + k(k + 1)ℓk(t) = 0, t ∈ [−1, 1]

that are orthogonal in [−1, 1], and satisfy the orthogonality property∫ 1

−1

ℓi(t)ℓj(t)dt =
2

2i+ 1
δij =


2

2i+1 , i = j

0, i ̸= j,

and the difference equation

ℓi+1(t) =
2i+ 1

i+ 1
tℓk(t) − i

i+ 1
ℓi−1(t), i ≥ 1,

where ℓ0(t) = 1, and ℓ1(t) = t. In order to use Legendre polynomials in the interval
[0, T ], we define the shifted Legendre polynomials, Pi(z) = ℓ( 2t

T − 1), so that the new
Legendre polynomials Pi(z) satisfy the orthogonality condition∫ T

0

Pi(z)Pj(z)dz =
T

2i+ 1
δij =


T

2i+1 , i = j

0, i ̸= j,

The analytic closed form of the shifted Legendre polynomials of degree i is given by

Pi(t) =

i∑
k=0

(−1)i+k
(i+ k)!

(i− k)!

tk

(k!)2T k
.

Note that Pi(T ) = 1 and Pi(0) = (−1)i. To approximate a function u(t), that is
square integrable in [0, T ], using the first (i+1)−terms shifted Legendre polynomials,



NON-LINEAR BURGERS’ FRACTIONAL EQUATION 241

0.2 0.4 0.6 0.8 1.0

-1.0

-0.5

0.5

1.0

Figure 2. Shifted Lengendre Polynomials P1(t) till P4(t). when T = 1

we may use

ui(t) =

i∑
j=0

cjPj(t) = CTΦ(t) (12)

where the shifted Legendre coefficient vector C is given by CT = [c0, c1, ..., ci]. While
the shifted Legendre vector Φ(t) is Φ(t) = [P0(t), P1(t), ..., Pi(t)]

T . In equation (12),
the coefficients cj can be calculated by

cj =
2j + 1

T

∫ T

0

u(t)Pj(t)dt, j = 1, 2, ...

One of the common and efficient methods for solving fractional partial differential
equations of order α > 0 is to use the shifted Legendre polynomials. The derivative
of order α > 0 is given by

Dαui(t) = Dα
i∑

j=0

cjPj(t)

Using the fact that Caputo’s fractional differentiation is a linear operator, we get

Dαui(t) =
i∑

j=0

cjD
αPj(t) =

⌈α⌉−1∑
j=0

cjD
αPj(t) +

i∑
j=⌈α⌉

cjD
αPj(t) (13)

with ⌈α⌉ denoting the integer part of α. Recalling that, for α ∈ N, the Caputo
differential operator coincides with the usual differential operator of integer order.
Therefore, the first sum in equation (13) vanishes, while in the second sum, we use
property 4 in Definition 3.1 to arrive to the formula that give us the derivative of
order α in Caputo sense for ui(t) is

Dα(ui(t)) =

i∑
j=⌈α⌉

j∑
k=⌈α⌉

cj b
(α)
j,k t

k−α, where b
(α)
j,k =

(−1)j+k(j + k)!

(j − k)!(k!)Γ(k − α+ 1)T k
.

(14)

Example 4.1. Consider the case when i = 2, and α = 1/2, for the function u(t) = t2

Using the shifted Legendre series (12), we have t2 = 1
3P0(t) + 1

2P1(t) + 1
6P2(t). Using

equation (14), we obtain

D
1
2 (t2) =

2∑
j=1

j∑
k=1

cj b
( 1
2 )

j,k tk−
1
2 = c1 b

( 1
2 )

1,1 t
1
2 + c2 b

( 1
2 )

2,1 t
1
2 + c2 b

( 1
2 )

2,2 t
3
2
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=
1

2

2

Γ(3
2 )
t
1
2 +

1

6

−6

Γ( 3
2 )
t
1
2 +

1

6

12

Γ(5
2 )
t
3
2 =

8

3
√
π
t
3
2 .

It has been proved in [21] that the fractional derivative for the shifted Legendre
polynomials can be approximated by D(α)Φ(t), where D(α) is the (i + 1) × (i + 1)
matrix of fractional derivative of order α > 0 in the Caputo sense, and is defined as

D(α) =



0 0 . . . 0
...

... . . .
...

0 0 . . . 0∑⌈α⌉
k=⌈α⌉ θ⌈α⌉,0,k

∑⌈α⌉
k=⌈α⌉ θ⌈α⌉,1,k . . .

∑⌈α⌉
k=⌈α⌉ θ⌈α⌉,i,k

...
... . . .

...∑m
k=⌈α⌉ θm,0,k

∑m
k=⌈α⌉ θm,1,k . . .

∑m
k=⌈α⌉ θm,i,k

...
... . . .

...∑i
k=⌈α⌉ θi,0,k

∑i
k=⌈α⌉ θi,1,k . . .

∑i
k=⌈α⌉ θi,i,k



(15)

where θm,j,k is given by

θm,j,k = (2j + 1)

j∑
ℓ=0

(−1)m+j+k+ℓ(m+ k)!(ℓ+ j)!

(m− k)!Γ(k − α+ 1)(ℓ!)2(k + ℓ− α+ 1)
.

For example, if i = 4, the operational matrix derivative of order α = 1/2 in the
Caputo sense is given by

D( 1
2 ) =

√
π



0 0 0 0 0

1 0 0 0 0

−3 + 6
π

6
π 0 0 0

11 − 30
π

15
2 − 30

π
5
2 0 0

−45 + 410
3π

−105
2 + 174

π
−35
2 + 140

3π
28
3π 0



We may convert the fractional Burgers’ equation to an integral equation. The
following Theorem has been proved in [5], and will be used to solve the obtained
integral equation.
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Theorem 4.1. [5] Let Φ(t) be a shifted Legendre polynomial, then IνΦ(t) ≈ AνΦ(t),
where Aν is the (i+1)× (i+1) operational matrix of integration of order ν Riemann-
Liouville sense and is defined as follows

Aν =



∑0
k=0 θ0,0,k

∑0
k=0 θ0,1,k . . .

∑0
k=0 θ0,i,k∑1

k=0 θ1,0,k
∑1
k=0 θ1,1,k . . .

∑1
k=0 θ1,i,k

...
... . . .

...∑m
k=0 θm,0,k

∑m
k=0 θm,1,k . . .

∑m
k=0 θm,i,k

...
... . . .

...∑i
k=0 θi,0,k

∑i
k=0 θi,1,k . . .

∑i
k=0 θi,i,k



(16)

where θm,j,k is given by

θm,j,k = (2j + 1)

j∑
ℓ=0

(−1)m+j+k+ℓ(m+ k)!(ℓ+ j)!

(m− k)! k! (k + α+ 1)(j − ℓ)! (ℓ!)2(k + ℓ+ α+ 1)
.

5. Analysis of the Method

The concern of the existence and uniqueness of the solution to fractional Burgers’
equations has been discussed in [17, 24] by using Banach fixed point theorem. To
solve the problem in equation (1), we use our approximate solution

uN,n(x, t) =
N∑

i=−N

n∑
j=0

cijSi(x)Pj(t), (17)

where Si(x) is the Sinc basis function, and Pj(t) are the (n + 1) shifted Legendre
polynomials. The unknown coefficients {cij} are determined by collocation scheme.
For sake of simplicity, we assume that γ(t) = δ(t) = 0 in equation (3). To solve
equation (1), substituting equation (17) into equation (1), we obtain

∂αuN,n(x, t)

∂tα
+ uN,n(x, t)

∂uN,n(x, t)

∂x
= ϵ

∂2uN,n(x, t)

∂x2
(18)

A collocation scheme can be defined by evaluating equation (18) at the Sinc nodes,
xk = ϕ−1(kh), k = 0,∓1,∓2, ... and the shifted Legendre roots tℓ, ℓ = 1, 2, ..., n + 1
of Pn+1(t). So, for 0 < α ≤ 1, we have

∂αuN,n(xk, t)

∂tα
=

N∑
i=−N

n∑
j=0

cijSi(xk)DαPj(t)

Using equation (14), together with the fact δ
(0)
ik = 0, if i ̸= k, we arrive at

∂αuN,n(xk, t)

∂tα
=

N∑
i=−N

n∑
j=1

j∑
s=1

cij b
(α)
j,s Si(xk)ts−α =

N∑
i=−N

n∑
j=1

j∑
s=1

cij b
(α)
j,s δ

(0)
ik t

s−α

(19)
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=
n∑
j=1

j∑
s=1

ckj b
(α)
j,s t

s−α.

While,

∂2uN,n(xk, t)

∂x2
=

N∑
i=−N

n∑
j=0

cij
d2Si(x)

dx2

∣∣∣
x=xk

Pj(t)

Employing equation (7), we get

∂2uN,n(xk, t)

∂x2
=

N∑
i=−N

n∑
j=0

cij

{
δ
(2)
jk

h2
+ hδ

(1)
jk

[ ϕ′′(xk)

(ϕ′(xk))2

]} 1

g(xj)
Pj(t) (20)

For the first derivative ux, employing equation (6) we obtain

∂uN,n(xk, t)

∂x
= −

N∑
i=−N

n∑
j=0

cij

{
δ
(1)
jk

h
+ δ

(0)
jk g

′(xk)

}
1

g(xk)
Pj(t) (21)

Finally, for the non-linear term uux, we have

uN,n(xk, t)
∂uN,n(xk, t)

∂x
=

1

2

N∑
i=−N

n∑
j=0

cij

{
δ
(1)
jk

h
+ δ

(0)
jk g

′(xk)

}2

1

g(xk)
Pj(t) (22)

Also, from the initial condition in equation (2), we obtain

N∑
i=−N

n∑
j=0

cijSi(x)Pj(0) = u0(x). (23)

To obtain a matrix representation of the above equations, and using the matrices in
(9), (10) and (15), with the notation U = [u(xi, tj)], U

0 = [u0(xi, 0)], we arrive at the
following discrete system

D(α)U + U ◦AU = ϵBU (24)

where the symbol ”◦” means the Hadamard matrix multiplication. Then the number
of unknown coefficients cij is equal to (n+ 1)(2m+ 1) and can be obtained by solv-
ing equations (24) and (23) by a fixed point iteration, consequently, the approximate
solution uN,n(x, t) can be calculated. An alternative solution is to convert the frac-
tional Burgers’ equation to an integral equation by operating with Jα on both sides
of equation (1), and using Lemma 3.1, we get

u(x, t) =

m−1∑
k=0

∂ku

∂tk
(x, 0+)

tk

k!
+ Jα

(
ϵ
∂2u(x, t)

∂x2
− u(x, t)

∂u(x, t)

∂x

)
(25)

Since 0 < α ≤ 1, we choose m = 1 in equation (25). Using the operational matrix
of integration for the shifted Legendre polynomials Aν in equation (16), we arrive at
the discrete system

U = [ϵU ◦B − 1

2
U ◦AU ](Aν)−1 + U0.

Note that the approximation for ux(x, t) and uxx(x, t) in matrix form has an expo-
nential error E1 and E2 respectively. Thus the approximate solution will converge
to the exact solution exponentially. The convergence proof of the solution for the
discrete system can be done using fixed point Theory.
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Remark 5.1. In equation (3), if γ(t), δ(t) are not both zero, then we may reformulate
the problem to a homogeneous boundary conditions via the transformation w(x, t) =
u(x, t) + x−b

b−aγ(t) + a−x
b−a δ(t).

6. Numerical Results

Here, we obtain some numerical results for the solutions of Burgers’ equation. We
use the parameters, d = π/2, N = 8, n = 6 to check the performance for the solution
of the fractional Burgers’ equation. The computations associated with the examples
were performed using Mathematica and Maple.

Example 6.1. Consider the non-linear fractional Burgers’ equation

∂αu(x, t)

∂tα
+ u(x, t)

∂u(x, t)

∂x
= ϵ

∂2u(x, t)

∂x2
, 0 ≤ x ≤ 1, t > 0 (26)

subject to the initial condition, u(x, 0) = c
[
1 − tanh( cx2ϵ )

]
, and to the boundary

conditions u(0, t) = 0 = u(1, t). It is be noted that the value of α = 1 is the only case
for which we know the exact solution and has the closed form

u(x, t) =
1

10

[
1 − tanh

(x− 0.1t

20ϵ

)]
(27)

In order to illustrate the approximate solution is efficient and accurate, we will give
explicit values of the parameters t and α for fixed x = 0.2. The comparison of the

t α = 1 α = 0.99 α = 0.1 α = 0.001
0.1 0.0905307 0.0905444 0.0941872 0.0949997
0.2 0.0910282 0.0910486 0.0944853 0.0950032
0.3 0.0915257 0.0915502 0.0946695 0.0950052
0.4 0.0920232 0.0920500 0.0948048 0.0950066
0.5 0.0925208 0.0925486 0.0949125 0.0950077

Table 1. The results obtained by equation (27) when α = 1, and by
equation (24) for various values of α when x = 0.2, ϵ = 0.1.

t α = 1 α = 0.99 α = 0.1 α = 0.001
0.1 0.0270809 0.0271703 0.0508952 0.0561874
0.2 0.0303211 0.0304540 0.0528370 0.0562098
0.3 0.0335614 0.0337205 0.0540368 0.0562230
0.4 0.0368017 0.0369760 0.0549181 0.0562325
0.5 0.0400419 0.0402232 0.0556194 0.0562395

Table 2. The results obtained by equation (27) when α = 1, and by
equation (24) for various values of α when x = 0.2, ϵ = 0.01.

numerical solutions using the present method, and those obtained by using Equation
(27) when α = 1 are shown in Tables 1, 2, and also are depicted in Figures 3, 4. From
the numerical solutions in Tables 1, 2, it can be seen that the exact solution (α = 1)
is quite close to the approximate solution when α = 0.99. Also, it is observed that
the values of the approximate solution at different α’s have the same behavior as
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those obtained using equation (27) for which α = 1. This shows the approximate
solution is efficient. In the theory of fractional calculus, it is obvious that when
the fractional derivative α(m − 1 < α ≤ m) tends to positive integer m, then the
approximate solution continuously tends to the exact solution of the problem with
derivative m = 1. A closer look at the values in Tables 1 and 2, we observe that
our approach do have this characteristic. It can be seen from Figure 4 that the
approximate solution when α = 0.999 by the present method is nearly identical with
the exact solution when α = 1. In Figure 5, the comparison shows that as α→ 1, the
approximate solution tends to the exact solution in the case of α = 1.

-10 -5 5 10

0.5

1.0

1.5

2.0

Figure 3. Dashed line α = 0.999, Solid line α = 1, and ϵ = 0.2 .

-10 -5 5 10

0.05

0.10

0.15

0.20

Figure 4. Dashed line α = 0.999, Solid line α = 1, and ϵ = 1.

Figures 6 and 7 show the approximate solution for α = 0.5 and α = 0.1 respectively.
Comparison of Figures 8 and 9 shows that the solution continuously depends on the
fractional derivatives. Clear conclusion can be drawn from Figures 4 − 9 that the
solution tends to a finite number as |x| approaches infinity for all values of α, which
is in full agreement with the results in [11].

Example 6.2. As a second example, the classical Burgers equation often appears
in traffic flow and gas dynamics [8]. The flow through porous media can be better
described by fractional models than the classical ones, since they include inherently
memory effects caused by obstacles in the structures. We consider once again the
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Figure 5. The difference between the exact solution (α = 1), and the
approximate solution for t = 0.1, ϵ = 0.1, and α = 0.95.

-10

-5

0

5

10
0.00

0.05

0.10

0.00

0.05

0.10

0.15

0.20

Figure 6. Approximate numerical solution u(x, t) with α = 0.5,and ϵ = 0.05.

time-fractional Burgers equation (26). However, in this case we consider different
initial conditions, where u(x, 0) = sin(6πx) + 2x(1 − x) − x sin(6π), where u(x, t) is
the flow’s velocity, and ϵ is the viscosity coefficient. It is revealed that the effect of
the fractional derivative accumulates slowly to give rise to a significant dissipation.
Numerical solutions for u(x, t) are depicted in Figures 10 and 11 for two different
values of α and ϵ = 0.3. Comparing Figure 10 to Figure 11, we observe that as the
fractional order increases, the rate of diffusion at the beginning time becomes slow.

Discussion and Conclusions

The Legendre Sinc-Collocation method appears to be very promising for solving the
fractional Burgers’ equation. An important advantage to be gained from the use of this
method is the ability to produce very accurate results on a reasonably coarse mesh.
For the assumptions considered, the resulting nonlinear system of algebraic equations
was solved efficiently by fixed-point iteration. The example presented demonstrate
the accuracy of the method, which is an improvement over current methods such as
finite elements and finite difference methods. This feature shows the method to be an
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Figure 7. Approximate numerical solution u(x, t) with α = 0.1, and ϵ = 0.05.
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Figure 8. Approximate numerical solution u(x, t) with α = 0.01, and ϵ = 0.2.

attractive for numerical solutions to the fractional Burgers’ equation. We conclude,
with confidence, that the collocation using Sinc basis can be considered as a beneficial
method for solving a broad class of fractional nonlinear partial differential equations.
The study of these equations will be the matter of furthers investigations.
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Abstract. In this paper a survey on existing distributed approaches to swarm intelligence

approaches for graph search problems is presented. In particular we reviewed papers on Ant
Colony Optimization (ACO) and Bee Colony Optimization (BCO). The comparison criteria
that have been used are computational efficiency and speedup. The conclusion of this study
is that the coarse grained master-slave model is the most studied. However, we found a large
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the most recent papers.
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1. Introduction

Before going into the subject of this paper, we first introduce a few recurrent terms
that will be used throughout the following sections.
SwarmIntelligence(SI) is the emergence of coherent functional global patterns

from the collective behaviors of entities interacting locally [48]. Two families of SI
algorithms are Ant Colony Optimization(ACO) and Bee Colony Optimization (BCO).
Entity is a general term used to refer to a unit of the Swarm Intelligence population,

such as an ant, bee, particle, bird, fish etc.
Agraph is a set of objects and the pairwise relations between them. In [28] the ob-

jects are named vertices (singular: vertex) while the relations are called edges. Edges
are actually considered to be connections between the vertices and are graphically
represented as lines while vertices are represented as dots or ovals.

We define the term computingnode as an abstraction of a computer or machine,
physical or virtual, having its own or allocated processor and memory. This term
is used in the subject of distributed applications [65] and adopted by distributed
computing support systems [106].

SI is inspired by natural bio systems consisting of populations of simple beings
such as: ants, bees, birds, fish etc. The main characteristic of these is the inher-
ently distributed way they solve problems. This suggests SI algorithms should allow
straightforward mapping directly onto distributed software systems.

Based on our literature review we found that existing approaches rely on running
multiple instances of sequential SI algorithms using parallel and highperformance
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computing architectures. SI computational approaches [48] are used to solve high
complexity problems, such as NP-hard problems. These approaches are heuristic [47]
by nature. Basically they provide an optimal solution, or one that is close to an
optimum, to a high complexity problem in reasonable time. This is accomplished by
using a population of entities that interact locally with each other and/or with the
environment. There are two approaches to the interaction model:

1) the entities interact in the problem environment in order to guide each other to
better solutions. For example, such a SI approach is Ant Colony Optimization [45],
Bee Colony Optimization [116]

2) the entities interact in the solution space of the problem in order to improve
existing initial solutions given as an output of an additional algorithm. For example,
such a SI approach is Particle Swarm Optimization (PSO) [27], Cat Swarm Opti-
mization (CSO) [24]. This type of SI is generally designed for continuous solution
space that is given as input. Discrete adaptations exist [83], however, they require an
additional algorithm, especially tailored to each problem to be solved, that outputs
the vicinity of a solution which can be modeled as a graph vertex. Therefore this
type of SI algorithm is not well suited for ”graph search”, the type of problem we are
trying to solve.

There is a certain level of abstraction at which SI systems can be modeled as
distributed computational systems composed of interacting artificial entities. Thus,
we would expect distributed computing, including multiagent middleware, to have a
lot of potential for the application of SI approaches.

The rest of this paper presents a survey on the subject of distributing SI and in
particular ACO and BCO but also introduces the background knowledge required for
the proper understanding of the said survey.

2. Graph Search Problems Formalization

SI algorithms using the first interaction model, mentioned previously in this pa-
per, are very well suited for graph search problems. Consequently, these algorithms
are usually tested on the benchmark problem of the NP-hard Traveling Salesman
Problem (TSP), which falls in this category of problems. We now present a formal
mathematical description of the problem type we are addressing. Let G = (V,E) be
a directed graph, where V is a set of vertices and E is a set of edges [59]. An edge is
defined as an ordered pair of vertices (x, y). The size of the set of vertices is labeled
n = |V |.

A path p = (v1, v2, ..., vn), k > 0 in the graph G is an ordered sequence of vertices
such that for any two subsequent vertices vi and vi+1 there is an edge (vi, vi+1) ∈ E.
We label the totality of paths in a graph with P . Any graph search problem can
be formalized as minimizing or maximizing a function f : P ‘ → R where P ‘ ⊆ P ,
i.e. P ‘ is P restricted by some constraints. As an example, we now formalize the
Traveling Salesman Problem (TSP). We first define a weight function w that assigns
a real number to an edge of the graph. TSP can be formulated mathematically as
the minimization of the function:

f : P ‘ → R; f(p) =
n−1∑
i=1

w1,1+1 + wn,1 (1)

where p is a path that is evaluated; wi,i+1 is the weight of the edge (i, i + 1) ; P ‘ is
the totality of Hamiltonian cycles.
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Other examples of problems that can be described in this manner include: graph
flow problems [59], generalized TSP [3], pickup and delivery problem [90] etc. There-
fore each of these problems can be defined as the minimization of a function f over a
subset of paths P ‘ ⊆ P . An approach that can solve one of them can be adapted to
solve all graph search problems.

2.1. Ant Colony Optimization(ACO). ACO [45] refers to a family of SI opti-
mization algorithms that get their inspiration from the metaphor of real ants search-
ing for food. When ants search for food, they secrete pheromone on their way back
to the anthill. Other colony members sense the pheromone and become attracted by
marked paths; the more pheromone is deposited on a path, the more attractive that
path becomes.

The pheromone is volatile, i.e. disappears over time. Evaporation erases pheromone
on longer paths as well as on the paths that are not of interest anymore. However,
shorter paths are more quickly refreshed, thus having the chance of being more fre-
quently explored. Intuitively, ants will converge towards the most efficient path, as
that path gets the strongest concentration of pheromone.

In the SI approach called ACO, artificial ants are programmed to mimic the be-
havior of real ants while searching for food. The ants’ environment is modeled as a
graph and the path to the food becomes the solution to a given graph search prob-
lem. Artificial ants originate from the anthills that are vertices in the environment
and travel between vertices to find optimal solutions, following ACO rules. When a
solution is found, ants mark the solution with pheromone by retracing their path.

At the core of ACO algorithms there are rules that determine the amount of
pheromone deposited on edges traversed by ants, the edge chosen by each ant on
its way, and how fast the deposited pheromone evaporates. Ants randomly choose
to travel across edges with a probability proportional to the pheromone-weight ra-
tio. Ant a located at vertex i decides to move to vertex j with the probability pi,j
computed as follows:

pi,j =
(τi,j)

α(ηi,j)
β

Σj(τi,j)α(ηi,j)β
(2)

where:
• α is a parameter to control the influence of τi,j
• β is a parameter to control the influence of ηi,j
• j represents a node reachable from node i that was not visited yet
• τi,j is the amount of pheromone deposited on edge (i, j)
• ηi,j is the desirability of edge (i, j) computed as the inverse of the edge weight,

i.e. 1/wi,j
• Ni represents the set of neighbors of node i
Better solutions need to be marked with more pheromone. So whenever an ant k

determines a new tour Vk of cost Lk the ant will increase pheromone strength on each
edge of the tour with a value that is inversely proportional to the cost of the solution.

∆τki,j =

{
1/Lk&if edge (i, j) belongs to found tour Vk
0&otherwise

(3)

where Lk is the cost of the k-th ant’s tour.
As pheromone is volatile, if a real ant travels more, pheromone will have more time

to evaporate, thus favoring better solutions to be discovered in the future. When an
ant completes a solution it will retrace its steps marking the edges on the way with
pheromone. The update will also take into account pheromone evaporation. Both
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evaporation and pheromone updates are implemented as follows:

τi,j = (1 − ρ)τi,j + ρ∆τki,j (4)

where ρ is the evaporation rate 0 ≤ ρ < 1.
All ants use formula 2 to probabilistically determine their next step. Therefore

they will often choose the edge with the highest pheromone, i.e. the exploration of
less probable edges is lower. The solution is to decrease the pheromone on edges
chosen by ants, i.e. apply a local evaporation process. This has the effect of making
them less desirable, increasing the exploration of the edges that have not been picked
yet. Whenever an ant traverses an edge it applies local evaporation by updating
pheromone as follows:

τi,j = (1 − ξ)τi,j + ξτ0 (5)

where:
• ξ is the local evaporation rate 0 ≤ ξ < 1.
• τ0 is the initial amount of pheromone on each edge
A good heuristics to initialize pheromone trails is to set them to a value slightly

higher than the expected amount of pheromone deposited by the ants on a solution;
a rough estimate of this value can be obtained by setting τ0 = 1/(nC), where n
is the number of nodes, and C is the tour cost generated by a reasonable solution
approximation procedure [45]. For example we can set C = nwavg where wavg is the
average edge cost.

2.2. Bee Colony Optimization (BCO). Bee Colony refers to a family of SI opti-
mization algorithms that get their inspiration from the metaphor of real bees searching
for food. Bee colonies forage for pollen sources by moving randomly in the physical
environment. When a bee finds a rich food source, starts to perform the so called
”waggle dance” [46] upon its return to the hive. The purpose of this dance is to
inform the other bees about the direction and distance to the food source [12]. The
other bees from the swarm will then be inclined to explore the indicated location.

In the SI approach Bee Colony, artificial bees are programmed to mimic the behav-
ior of real bees while searching for food. The bees environment is modeled as a graph
while the path to the food becomes the solution to a given graph search problem. In
[101] the authors present a survey of Bee Colony algorithms among them the basic
”Bee Colony Optimization” (BCO) algorithm and its mathematical model which we
will now detail. In BCO a bee randomly moves across edge (i, j) according to the
transition probability formally defined in the following equation.

Pi,j =
(pi,j)

α(ηi,j)
β

Σj(pi,j)α(ηi,j)β
(6)

where:
• p it the fitness function of edge (i, j)
• α is a parameter to control the influence of pi,j
• β is a parameter to control the influence of ηi,j
• j represents a node reachable from node i that was not visited yet
The fitness of a particular edge is calculated according to the ”preferred path”

suggested by other bees that found a solution. The edge (µ, σ) in the ”preferred
path” that originates in the current vertex µ where the bee is located has the fitness
pµ,σ = λ. The other edges originating have the fitness pµ,σ = (1 − λ)/ϕ where ϕ
is the number of unvisited vertices apart from the ”preferred path” next vertex σ.
Concretely, if the bee has to choose between the unvisited vertices (ν1, ν2, ..., νk, σ)
the probabilities of choosing each vertex will be (1−λ

ϕ , 1−λϕ , ..., 1−λϕ , λ) respectively.
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However, if the preferred vertex σ has already been visited or a ”preferred path” does
not exist yet, the fitness of the edge (µ, σ) automatically becomes null, i.e. pµ,σ = 0.
Intuitively, the bees will explore variations of the best solutions while notifying the
other bees about the improved solutions found using ”waggle dance”.

2.3. Using Local Search To Improve Solutions. ”Local Search” [62] is an al-
gorithm used to improve suboptimal solutions to graph search problems found by
heuristic approaches. This algorithm chooses k distinct edges of the path represent-
ing the solution and tries to reorganize them in such a way that the quality of the
solution improves. In this algorithm k is a natural number smaller than the solution
size that is given as a parameter.

Depending on the number k, Local Search algorithms are called 2 − opt, 3 − opt
and so on up to k − opt. Basically, k edges from the solution are replaced such that
a lower cost solution is generated. We will now present a very general version of the
k-opt local search algorithm LOCAL-SEARCH(solution, k) where:

• ”solution” is the path that the algorithm operates on,
• k is the number of considered edges,
• CHOOSE-EDGES(solution, k) randomly chooses the k distinct edges,
• REORGANIZE(edges) generates a new solution by reorganizing the k edges,
• SOL-ACCEPTABLE(solution) returns true if the solution is improved by an

acceptable amount
• SOL-IMPROVED(solution) returns true when the solution is improved by reor-

ganizing the edges,
• MAX-ITERATIONS() returns true is a predefined number of iterations have

been executed with no improvement.
The complexity of this algorithm depends on the parameter k and how fast an im-
provement is achieved, however it has been experimentally shown that 2-opt local
search performs just as well as 3-opt or higher values for k, while using a lot less CPU
time [62]. Therefore there is little or no incentive to use a value higher than k = 2.

LOCAL-SEARCH(solution, k)

1. initialSolution=solution

2. for all groups of k edges of solution

3. edges=CHOOSE-EDGES(solution, k)

4. for all solution=REORGANIZE(edges)

5. if SOL-ACCEPTABLE(solution)return solution

6. if SOL-IMPROVED(solution)

7. initialSolution=solution

8. if MAX-ITERATIONS() return initialSolution

Using local search has been shown to improve the performance of SI algorithms
[45, 48, 111]. Therefore, SI approaches sometimes use 2-opt local search on solutions
before ”advertising” it by using ”waggle dance”, pheromone deposits etc.

2.4. Distributed Approach Performance Measures. During our review of the
literature on the topic we discovered several distributing models (independent runs,
master-slave, island and hybrid), some general purpose distributed frameworks de-
signed to distribute any heuristic algorithm, inherently distributed agent-based ap-
proaches and several isolated combinations of existing models..

The reviewed papers present various scalability experiments solving multitude of
graph search problems. Performing a fair comparison of the different approaches
to distributing various SI algorithms requires some common normalized measures
to put side by side. For this reason we introduce here the notions of speedup and
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computational efficiency. The speedup metric of a distributed application measures
how much faster the application runs when more computing nodes are used as opposed
to a single computing node. The computational efficiency metric normalizes the value
of the speedup to the number of computing nodes. The equations for computing the
two metrics are:

Sc =
T1
Tc

(7)

ec =
Sc
c

(8)

where
c is the number of computing nodes used
Sc is the speedup of the application
T1 is the execution time of the application on a single computing node
Tc is the execution time of the application on c computing nodes
ec is the efficiency of running the application on c computing nodes

3. State of the Art in Distributing ACO and BCO

A very recent overview and classification of parallel computing approaches to Ant
Colony Optimization (ACO) was reported by [87]. The authors propose an interest-
ing and novel classification scheme for parallel ACO algorithms. The classification
includes: master-slave model, cellular model, independent runs model, island model
and hybrid models. However, the authors do not include agent-based approaches
which, they consider, are not specifically designed to take advantage of multi proces-
sor architectures.

The cellular model mentioned in [87] is actually the author’s own work [86] which
proposes splitting ACO search space into overlapping neighborhoods each one with its
own pheromone matrix. The good solutions gradually spread from one neighborhood
to another through diffusion. This approach requires the search space to be parti-
tioned in such a way that each set contains a continuous part of the optimal solution.
The problem with this is that if the search space is not partitioned in this manner,
an optimal solution can never be reached. The authors are the only ones that have
ever implemented and tested this model based on the cell diffusion approach.

In the case of BCO we could find four papers [88, 89, 102, 103] that collectively offer
a good classification of BCO parallel approaches. Interestingly, these papers identify
the same general taxonomy of approaches for BCO as [87] does for ACO: master-slave
model, independent runs model, island model and hybrid models. Therefore in the
following subsections we identify and describe the research done using master-slave
model, independent runs model, island model, hybrid models and the agent-based
models. But because these terms are not standardized we must first define what we
mean by them.

3.1. The Basic Taxonomy of Distributed SI Approaches. The master-slave
model of distributing SI requires a central ”master” computing node that manages
a global best-so-far solution while multiple ”slave” computing nodes find candidate
solutions.

This model can be further divided into:
• fine grained master-slave model, where the slaves do atomic actions such as move

one ant or find one solution. This requires a large amount of communication with
the master.
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• coarse grained master-slave model, in which the slaves do complex actions such
as find multiple solutions and communicate the best one to the master.

In the fine grained version the slaves have to communicate with the master after
each tiny task they are asked to execute and then they wait for new requests from
the master. This overloads the master computing node and introduces large wait
times when many slaves are used. In the coarse grained version the slaves find whole
solutions or even sets of solutions before reporting to the master. Since in most
implementations that is all the slaves do, they actually do not need to be explicitly
told what to do next. Evidently the coarse grained master-slave model puts less stress
on the master and therefore is a lot more scalable.

The independent runs model uses many instances of the SI algorithm that solve
the problem independently and the best solution is chosen. SI approaches are inher-
ently heuristic therefore they cannot guarantee finding the optimal solution, however,
running an SI algorithm multiple times increases the chances of getting a very good
quality solution. The fact that no communication is used but more than one instance
of the algorithm is executed entails three consequences:

• faster execution time and implicitly better efficiency than any other implemen-
tation that requires communication, but only if the same number of solutions
are explored in all considered implementations,

• better quality of solutions than a single sequential run,
• less qualitative solutions than implementations that use communication.
The island model of distributing SI requires running a separate group of entities,

referred to as an ”island”, on each available computing node. Each group has its
own map of the search space, therefore can be considered a sequential implemen-
tation of the SI algorithm. At predetermined points in time, with fixed frequency,
solutions are communicated and the best solution over all is marked as required by
the SI algorithm. Solutions can also be communicated asynchronously. This type of
collaboration between the islands sets it apart from the master-slave model and the
independent runs model.

When implementing the island model there are at least two issues to consider: i) the
communication topology of the islands where the unidirectional ring (on the left) and
full mesh topology (on the right) are depicted, ii) the frequency with which the islands
communicate solutions to each other and whether this should be done synchronously
or asynchronously. When the ring communication topology is used, each island sends
a single message containing a solution to a predefined island. When using the mesh
topology, any given island can broadcast its solution to all other islands.

This model is also called the ”multi-colony model” in the case of ACO and the
”multi-hive model” for BCO. This model is even more scalable than the coarse-grained
master-slave since there is no master computing node to cause a ”bottleneck”. The
existence of a master decreases performance when too many slaves try to communicate
at once.

The hybrid model is a combination of the island with the master-slave model. An
example of the hybrid model could be an island model where each island is actually a
master-slave model instead of a simple sequential implementation of the SI algorithm.

Before going into each model separately, we present a quick overview of the taxon-
omy papers that will be referred multiple times in the current subsection. The work
introduced in [88] and continued in [89] differentiates between the master-slave model,
hybrid model and the island model of BCO. Experiments were done with each model
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implemented using the message passing interface (MPI) library [82], and tested on nu-
merical benchmark functions: Rastrigin, Griewank and generalized Schaffer. The im-
plementations were executed using 11 computing nodes for the master-slave approach
and 4 computing nodes for the island and hybrid model. The authors concluded that
the island approach offers better quality solutions in less time, closely followed by
the master-slave approach. No scalability tests were done on any of the models, the
network delay was not taken into account. Furthermore, in papers [102, 103] the au-
thors identify the model of independent runs additionally to the master-slave model,
hybrid model and the island model of BCO. The authors also identify two variants
on the island model: i) communicating just one solution and ii) the complete solution
matrix. Their experiments were run in a simulated environment. The conclusion was
that the independent serial runs approach was the fastest, however, the models that
used communication offered the best quality of solutions.

3.2. Fine Grained Master-Slave Model. Implementing a scalable fine grained
master-slave model is not trivial, as the first attempts show. Paper [79] analyzes
the amount of communication needed by the fine grained model of ACO, concluding
that it is not feasible. The first successful attempt at achieving scalability by using a
hierarchy of master computing nodes was published in [13], however, their approach
did not scale very well. In paper [96] a fine grained master-slave model of ACO
is analyzed and the maximum efficiency obtained, of 0.8, was when using only two
processors. Bullnheiner et al. in [15] made an attempt at the same model. The
authors concluded that ”acceptable execution time can be achieved” for TSP problems
larger than 200 vertices. In the papers [36, 37] the distributed approach from [15] is
revisited using a shared memory machine in the experiments reaching the maximum
efficiency when employing 8 nodes. In such an architecture the access to the memory
is concurrent, i.e. there is a shared memory and each process uses it one at a time
in order to centralize its knowledge. No other modifications have been made to the
architecture. The authors continue their work in [38] by comparing their approach
from [36] to implementations that use synchronized messages instead of a shared
memory. The access to the shared memory is much faster than messaging, which
also requires broadcasting the current solution. This allows the ants to benefit sooner
from the improvements found by the other population members. The conclusions
were that their approach offers better solutions in less time. The authors obtained
a speedup of 5.45 using 16 nodes, therefore resulting in an efficiency of merely 0.34.
The most recent approach we could find on the fine-grained master-slave model is
[55]. The authors of this paper used up to 240 GPUs to solve TSP using ACO and
they succeeded in obtaining speedups of up to 30. The small amount of research
using this model and the conflicting opinions about its effectiveness suggest that it is
being abandoned as a viable model and is not, in fact, the state of the art approach
to distributing SI.

3.3. Coarse Grained Master-Slave Model. The coarse grained master-slave model,
unlike the fine grained one, is not plagued by conflicting opinions about its effective-
ness. [74] implemented the coarse grained master-slave model for BCO and obtained
near optimal solutions surpassing the quality of the results offered by the sequential
approach. In paper [104] the authors present their approach to the coarse grained
master-slave model called ”ANTabu” which offers high quality solutions to the Qua-
dratic Assignment Problem (QAP) [14]. Peng et al. presented their experiments with
the coarse grained model [91, 92] that offered better quality solutions than evolution-
ary algorithms in the case of two different problems. In paper [75] groups of ants are
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used on each slave resulting in better performance than sequential ACO. However,
no comparison was made with the case of using only one ant per slave. Although
these experiments used more than one computing node, these papers did not study
the computational efficiency of their approaches.

We found several papers describing scalable implementations of the coarse grained
master-slave model. In the work started in [9] and continued in [10] the authors
implement the coarse master-slave and the hybrid models for BCO and test their
implementations on a cluster of computers. The best execution time was achieved by
the master-slave while the hybrid model obtained better quality of solutions. In [69]
the authors present experiments showing that the coarse grained master-slave model
is more efficient than the independent runs model. Their approach obtained efficiency
of 0.8 using up to 16 processors. Papers [70] and [56] present experimental results
where this model offers a speedup of up to 1.72 on dual core computers when running
the slaves on separate threads, which means 0.86 efficiency.

Very good results were obtained using graphical processing units (GPU processors)
for the slaves. One example is the already mentioned paper [55]. Another would be
[16] that implemented a coarse grained master-slave where the master executed on
the CPU and the slaves executed on the 8 pixel processors of a graphics card. The
execution time depended heavily on the number of ACO entities used.

We also researched the problem of synchronous versus asynchronous centralization
to the master computing node. The authors of [6] have implemented their version of
this model for BCO and concluded that asynchronous centralization more efficient.
Paper [16] compares the two approaches to coarse grained master-slave model for
ACO and found them to offer similar speedup. On the other hand papers [110] and
[63] found the asynchronous approach to be much faster for their respective imple-
mentations of ACO. The synchronous implementation from [45] offers an efficiency of
0.7 using 8 computing nodes, while the asynchronous approach from [21] boasts 0.9
efficiency on 8 nodes. We can conclude that in most cases an asynchronous imple-
mentation has better performance.

3.4. Independent Runs Model. The independent runs model is found to be used
rarely. Experiments in [95] confirm that the independent runs model is more efficient
than the coarse grained approach and offers slightly better solution quality than se-
quential implementations. Papers [1] and [2] also concluded that it is more efficient
than coarse grained master-slave, synchronous and asynchronous island model. How-
ever, at the same time they confirm the fact that the independent runs model offers
less qualitative solutions than implementations that use communication. These re-
sults are confirmed in the case of BCO by the authors of [102, 103], described earlier in
this subsection. Therefore the implementations that require communication on top of
constructing and validating solutions will automatically have longer execution times.
However, the models that use communication offer better solutions sooner than the
independent runs model. Thus, it is our conclusion that better alternatives to the
independent runs model have already been developed.

3.5. The Hybrid Model. The hybrid model was implemented and studied in just a
few publications. In papers [37, 71] each colony becomes the master of multiple slaves.
This type of approach was tested in [37] on a cluster of 9 heterogeneous machines.
The papers reported modest speedup values and slight improvements in quality of
solutions when compared to other models. On the other hand, papers such as [64, 99]
propose that the solutions of an island model should be collected and processed by a
master computing node. Both papers lack efficiency analysis.
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3.6. The Island Mode. The island model is a very popular research topic. We
will first present the research conducted on the main features to be considered in this
model: (i) the communication topology and (ii) the synchronization intervals.

On the subject of the communication topology to be used in the island model, the
authors of [111] thoroughly analyze multi-colony ACO algorithms applied on TSP,
experimenting with different communication policies and variable synchronization fre-
quency, used as input parameters. They tested the communication topologies in terms
of execution time and solution quality, with focus on maximizing the latter. The au-
thors of paper [111] found that a ring topology outperforms the sequential approach to
ACO and other tested topologies, confirming through independent experimentation
the results of [76, 94, 79, 25]. Although, [23] sustains that the star topology offers the
best results, their conclusions are, by far, less rigorously supported by experimental
data than those in paper [111]. In all of these approaches the colonies distribute their
solutions synchronously.

Experiments concerning point (ii), the synchronization intervals for the island
model can also be found in the literature. In papers [34, 35] the authors analyze
implementations of BCO using: the independent run model, a fine grained, coarse
grained master-slave model and an island asynchronous implementation, using a ring
communication topology. The experimental results show that the island asynchronous
implementation outperformed all other models in both execution time and solution
quality. [18, 20] found that the island model can remain scalable up to 25 computing
nodes with self-adaptation but efficiency is worse than without self-adaptation. Ex-
periments in [73] present that asynchronous solution updating between the colonies
offers better scalability. The authors experimented on a cluster of 72 dualcore ma-
chines using one thread per island. We can conclude that in most cases an asyn-
chronous implementation and larger intervals between synchronizations offer better
performance.

Scalability and effectiveness of the island model was also extensively studied. A
distributed version of the island model is presented and compares it with the sequential
version of their BCO algorithm in [6]. The conclusions drawn by the authors were
that the distributed approach is superior in both the quality of solutions and the
execution time. In paper [84] the island model for BCO is implemented. The authors
use shared memory to synchronize the solutions obtained by the separate hives and
boast execution time decrease when increasing the number of computing nodes. [120]
presents experimental data on island model ACO tests on up to 64 computing nodes,
however, they do show a dramatic decrease in speedup for more than 8 nodes. In
papers [17, 19] and [20], although the results were less than ideal, good execution
time was still obtained when increasing the number of CPUs up to 25. In [68] the
island model experiments show better execution times and higher quality of solutions
than genetic algorithms (GA) [58] and sequential models of ACO. In paper [25] the
authors claim that multi-colony is faster than the master-slave model. Their approach
was tested on up to 5 computing nodes. Paper [121] confirms that multi-colony is more
efficient than sequential ACO when using up to 8 computing nodes. The experiments
show that for given TSP problem sizes there is always a number of colonies above
which efficiency decreases.

Many authors noted that island model offers an increase of solution quality com-
pared to sequential implementations. In [111] it is stated that the island model
consistently offers better solutions than the sequential implementations of the same
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ACO algorithm. On the other hand, [122] found that the island model offers ”com-
petitive” solutions when compared with other approaches. In paper [100] the authors
experiment with exchanging full pheromone matrices instead of just one best-so-far
solution. Their conclusion was that this greatly affected the execution time of the
approach but slightly improved the quality of the solutions. Given the large number
of papers written on the subject and the outstanding results, it is clear that the island
approach is the current state of the art model of distributing SI.

3.7. Variations of the Master-slave Model. Some approaches to the master-
slave model use the slaves only to perform local search on the solutions generated by
the master. In [72] this idea is implemented for ACO using one thread per slave on
two dualcore machines. The authors obtained speedup in their experiments, however,
the hardware used did not facilitate detailed testing of their approach. Paper [108]
tested a multi-threading implementation of ACO on two quad-core computing nodes.
The experiments showed significant improvement in execution time. Continuing their
work in [109] using two dual core machines, they obtained better results than a syn-
chronous communication island model and an independent parallel runs model. [115]
experimented with this model of ACO on 47 non-dedicated machines, they concluded
that larger problems generate better speedup values. In paper [29] the authors used
their parallel framework for master-slave approaches to implement similarly asyn-
chronous ACO. They achieved very good speedup values up to 25 computing nodes,
however, efficiency decreased directly proportional to the resources used.

3.8. Agent-based Approaches to Distributing SI. Papers [112, 113, 114] present
and improve an agent based approach to the Vehicle Routing Problem (VRP) [57]
inspired by BCO called ”BeeJamA”. The authors use two types of bee agents to
disseminate routing cost information using BCO rules. Their approach is evaluated
only in terms of quality using a simulation in MATSim [77], no scalability or efficiency
study was performed.

Paper [105] presents a potential application of BCO in road traffic implemented
as a multi-agent system. The authors propose a reactive agent system that leads to
good results through the nature of the BCO algorithm. This is a practical application
with a high interest in quality of solutions and adaptability, however, not efficiency
during distributed execution. The work in [101] describes a purely theoretical overview
on multi-agent optimization based on BCO. The authors describe the bees formally
as reactive agents. The paper consists of detailed descriptions on how to program
the bee agents to respect different BCO algorithm rules. No real implementation is
mentioned.

The authors of [98] present a multi-agent system [8] implementation of ACO apply-
ing their solution to TSP. In their approach, graph vertices and ants are implemented
as JADE [8] agents. Ants centralize the information about pheromone deposits and
vertices’ best tour cost through a single message exchange per vertex. This procedure
adds up to 2n messages per tour for each ant, where n is the number of vertices. Each
ant has to notify the vertex about its next hop and the cost of its tour for the vertex
to be able to update its pheromone levels. This generates other n messages. When
an ant completes a tour, it compares the tour cost with the collected best tours from
the vertices. A best tour synchronization is triggered for all the vertices if a better
tour has been found. This brings an additional overhead of n messages. Hence this
approach requires 4n messages per tour per ant. Unfortunately, the authors provide
no experimental data to support their claim of ”good results”.
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In [50] the authors compare a distributed form of ACS with the flooding algorithm
applied to resource discovery problem using ns2 network simulation tool [85]. They
show that ACS is the better approach in terms of: best success rate, least number of
hops and least traffic. The detailed algorithm and ACO parameters are not presented
in order to duplicate their approach for a realistic comparison. The main charac-
teristics of their approach are: (i) resource queries are handled centrally at a single
computing node, thus introducing single point of failure, (ii) they do not take edge
weights into account as they are trying to solve the resource discovery problem, and
(iii) ants are implemented as ns2 mobile agents. Moreover, in practice very often
there is no need for code mobility as every ant is governed by the same behavioral
rules.

In the article [33] the authors present a fully distributed approach to ACO that
models both vertices and ants as agents. Their proposal uses multiple vertices that
play the role of anthills, generating colored ants modeled as mobile agents. They test
their proposal on the problem of load balancing in distributed systems and compare it
with the workstealing approach. The article concludes that the proposed architecture
is more efficient in terms of the number of busy vertices and the elapsed time until a
load distribution of 50% is reached. No efficiency study is made on the approach and
in this case too there is no need for code mobility either, since all ants are governed
by the same rules.

In the article [22] the authors present an agent-based distributed approach similar
to the fine grained master-slave model from [37] but implemented with agents with
learning capabilities. This papers main goal is not to use the distributed architecture
to improve the efficiency of [37] but to improve other performance measures by the
use of a knowledge base. As a consequence, this approach inherits the efficiency
shortcomings of its predecessor.

In paper [78] the authors present a hybrid ACO/PSO (Particle Swarm Optimiza-
tion) control algorithm for distributed swarm robots applied on the resource finding
problem. A virtual pheromone is used in the form of messages. The messages contain
the two-dimensional coordinates of the resource, its size and quality reflected in the
quantity of pheromone. All robots have to manage their own map and pheromone
deposits. PSO is used to avoid convergence to a local optima. The experiments are
done in a virtual sequential environment. No scalability studies have been made.

Paper [119] proposes a JADE-based [8] multi-agent environment for dynamic man-
ufacturing scheduling that combines intelligent techniques of ACO and multi-agent
coordination. There is no globally accessible map, hence each agent needs to manage
their own map and pheromone deposits. However, the focus in [119] is to evaluate
the impact of ACO intelligence on multi-agent coordination, rather than to utilize
multi-agent middleware for improving ACO. Therefore ACO intelligence is embedded
into job and machine agents that have the role of ants.

We are aware of only one agent-based approach that was studied in terms of com-
putational efficiency: the ACODA approach from [123]. The authors model subsets
of the search graph vertices as agents and execute them on separate computing nodes.
Ants are modeled are software objects passed from one vertex to another via a lo-
cal queue or agent message. The authors boast an e=0.98 efficiency value on 11
computing nodes.

3.9. General-purpose Distributed Frameworks. During our review of the work
done on distributing Si we have also found a few general-purpose distributed frame-
works designed for any algorithms .
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Paper [32] proposes JABAT (JADE-Based A-Team) - a JADE [8] based middle-
ware for collaborative problem solving using asynchronous teams known as A-teams.
JABAT supports distributed implementation and collaboration of population-based
optimization algorithms. JABAT agents represent sequential improvement algorithms
that cooperate in order to solve a given problem in a distributed manner. Unfortu-
nately, we could not find scalability studies of the JABAT distributed architecture.
Earlier, a similar approach was introduced in [30, 31] using an object oriented ap-
proach [118] to run several sequential algorithms in parallel. In this case the authors
impose a master-slave organization system between the processes. The framework is
tested for image processing using ACO.

The scalable distributed constraint architecture called DisChoco is described in the
paper [49]. In this approach, agents manage parts of the problem domain as well as
the constraints specific to their partition. The agents propose, propagate or refuse
partial solutions to each other.

Paper [61] proposes a purely theoretical framework for multi-agent systems. No
experiments or implementations are mentioned in this work. The authors present
a distributed form of ACO based on so called smart messages approach to multi-
agent systems. Agent mobility is used to implement complex communication over
dynamic networks. They use delegate multi-agent systems to manage these smart
messages in order to design a multi-agent approach for ACO. No ways of modeling
the environment, determining convergence or stopping condition of ACO experiments
are presented.

The frameworks presented in papers [31, 7, 32] are designed for the coarse grained
master-slave approach. The [61] approach is much better suited for the distribution
of the search space then migrating entities in the form of messages, according to the
particular SI rules. However, this does not motivate the use of code mobility since all
entities are governed by the same behavioral rules.

3.10. Partitioned Search Space Approaches. Briefly mentioned at the begin-
ning of this subsection, the cellular approach from [86] proposes splitting ACO search
space into overlapping neighborhoods, each one with its own pheromone matrix. The
good solutions gradually spread from one neighborhood to another through diffusion.
The authors obtained the efficiency of 0.9 on 4 nodes.

A similarly interesting approach [81] to distributed ACO divides the search space
between the available and merges the solutions offered by the slaves at a central com-
puting node. The authors boast exponential decrease of execution time. Another
approach that divides the search space called ”D-ant” is introduced in [41] and con-
tinued in [42] which was reported to outperform a multi-colony and a coarse grained
implementation of ACO. The efficiency of the approach peaked at 0.7 when using 8
computing nodes. However these approaches would need to be inherently synchro-
nized, which has negative effects on performance of implementations with a central
computing node. Most research conducted on the matter agrees that asynchronous
messages offer better execution time than synchronous ones. Another criticism that
can be brought to these implementations is the fact that they are not purely ACO
since they are using a different algorithm to merge the partial solutions.

4. Conclusions

The independent runs model is rarely used by the scientific community. When
many instances of the SI algorithm solve the problem independently and the best
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solution is chosen in the end increases the chances of getting a higher quality solution.
We draw two conclusions from the work on the subject: i) this model is faster, however,
it offers worse solutions than any other distribution model and ii) it provides better
quality of solutions than a single sequential run.

The hybrid models and other variations of the master-slave model are isolated
attempts to improve the execution time of the existing approaches. Although they
sometimes boast better results taking advantage of hardware architecture such as
multiple GPUs they are not widely accepted as best approach to distributing SI.

In the case of fine grained master-slave model the communication overhead that is
necessary to exchange solutions is too large. The small amount of research using this
model and the conflicting opinions about its effectiveness suggests that it is being
abandoned as a viable model and is not, in fact, the state of the art approach to
distributing SI.

Most authors focus on the coarse grained master-slave model or the island ap-
proach. Obtaining top efficiency when distributing their implementations on 8 to 25
nodes distribution. The approaches that were tested on TSP generally used graphs
from the benchmark library TSPLIB [97] consisting of up to 500 vertices. The ex-
ception is the work presented in [120], where an island model was tested on a 15
000 vertex TSP instance of TSPLIB. However, efficiency peaked at 8 nodes. The
most scalable approach in all the considered papers was presented in [20], an island
model that reached peak efficiency at 25 nodes. This was tested on a 318 vertex TSP
instance. However, the peak efficiency was inferior to maximum efficiency we encoun-
tered of 0.9 , obtained in paper [21] using 8 computing nodes. We found significant
research sustaining the superior asynchronous communication for the island model.
It is our conclusion supported by the large number of papers written on the subject
and the outstanding results, that the island approach is the current state of the art
model of distributing SI. These distributing models of SI may be criticized for not
being especially designed for SI approaches. Therefore they do not take advantage of
the inherently distributed nature of the SI approaches they are using.

In the case of agent-based approaches to distributed SI, the authors model entities
and vertices as agents. Although this type of modeling is fully distributed, the separa-
tion of SI entities and search environment results in a large amount of messaging. All
the necessary actions are done through messages: visiting a vertex, current solutions
update any other SI specific action. Agents can run on the same computing node or
on separate nodes. In the latter messaging between agents is slower due to network
connection delay.

The frameworks presented in papers [7, 32, 31] are designed for the coarse grained
master-slave approach. On the other hand, [61] is much better suited for the imple-
mentation of a distributed environment that migrates entities in the form of ”smart
messages”, according to the particular SI rules. However, again, this does not moti-
vate the use of code mobility since all entities are governed by the same behavioral
rules. [61] presents a purely theoretical design, on the other hand, the somewhat sim-
ilar distributed constraint architecture called ”DisChoco” from paper [49] has been
tested and proved to be scalable.
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Abstract. In this paper we have advanced the first interpreter for the brainfuck (BF) esoteric

programming language, entirely written in awk, a fast text processing programming language.
However, the main objective remained introducing socket communication to brainfuck pro-
gramming language. In order to achieve that goal, we have improved the brainfuck language
with a byte long instruction through which it is allowed socket communication. For that,

we have advanced a series of procedures in order to test the compatibility of our brainfuck
interpreter.

Moreover, we have maintained brainfucks minimalism, which is one of the special char-

acteristics of this programming language. In the end, we succeeded to map a minimalistic
programming language to the client-server paradigm.
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1. Introduction

This paper describes a simple interpreter for the brainfuck (BF) esoteric programming
language, written in AWK. It is compatible with almost any version of AWK that
is supplied within UNIX systems. The interpreter illustrates the use of AWK in
implementing small programs using BF language, mainly for proof of concept reasons.

1.1. Motivation. Even if BF is known for its extreme minimalism and it is designed
to challenge programmers, it is not usually suitable for practical use. However, the
motivation of developing such an application comes from the usage of a simple and
easy syntax which can help programmers to deeply understand other programming
languages and besides that, other programming paradigms.

The idea of improving BF language came from the necessity of implementing one of
the most fundamental technologies of computer networking: socket communication.

Most computer programming languages implement socket communication. Includ-
ing functional programming languages such as Lisp, Haskell or Erlang and logical
programming languages such as Prolog ([1], [2], [3], [4]).

1.2. Objectives. The main objective is to introduce socket communication to BF
programming language. In order to maintain BF’s minimalistic language properties,
we will define a single one byte new BF instruction.

In order to add socket support and to accommodate the new instruction, a BF
interpreter needed to be modified. However, we decided not to modify an existing
version, but to implement a new one using AWK programming language. Therefore,

Received August 13, 2014.
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we will show how to map a minimalistic programming language to the client-server
paradigm.

2. Related Work

2.1. Esoteric languages. An esoteric programming language is a programming lan-
guage best suited for testing the boundaries of computer programming language de-
sign, as a proof of concept, as software art, or as a joke. Even if their goal is not
the usability of programming, the main purpose is to remove or replace conventional
language features while still maintaining a language that is Turing-complete.

A few examples of esoteric programming languages are: Intercal, Befunge, P”,
Brainfuck [5].

P” is a primitive computer programming language created in 1964 to describe a
family of Turing machines. This language is formally defined as a set of words on the
four-instruction alphabet R, λ, (, ).

P” was the first ”GOTO-less” imperative structured programming language to be
proven Turing-complete. The BF language (apart from its I/O commands) is a minor
informal variation of P”.

2.2. Brainfuck. BF esoteric programming language is, as we previously stated, a
minimalistic language, which consists in eight (one byte long) simple commands.
This programming language was created as a Turing-complete language [6], meaning
that, theoretically speaking, having access to an unlimited amount of memory, BF is
capable of computing any function or simulating any mathematical model. All BF
commands are sequentially executed and generally all other characters are ignored.
The execution of the program ends at the end of the instructions set. Bellow there
are few examples of code written in BF:

2.2.1. Hello World - version 1. This is the original ”Hello World!” program where
the ASCII codes for each printable character in the text are generated by running the
code.

Listing 1. Hello World - version 1

++++++++[>++++[>++>+++>+++>+<<<<−]>+>+>−>>+[<]<−]>>.>−−−.
+++++++..+++.>>.<−.<.+++.−−−−−−.−−−−−−−−.>>+.>++.

2.2.2. Hello World - version 2. This is a more lisible code example that will output
”hello” if you input letter ”h”. It will use the ASCII code of character ”h” to obtain
the ASCII code of ”e”, ”l” and ”o” by decrementing or incrementing the value at the
current memory location.

Listing 2. Hello World - version2

,.−−−.+++++++..+++.

2.2.3. Comparing numbers. In this example we read from stdin 2 numbers (a and b)
and the character ”0”. The program will output ”0” if a ≤ b and ”1” if a > b.

The algorithm works by setting a number of a memory locations to value 1. Then,
b of them are set to 0. If there remains locations set to 1, it means that a > b.
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Table 1. BF Commands

Character Meaning

>
increment the data pointer which will point

to the next cell to the right;

<
decrement the data pointer which will point

to the next cell to the left;

+ increment the byte at the data pointer;

- decrement the byte at the data pointer;

. output the byte at the data pointer;

,
accept one byte of input and

store its value in the byte at the data pointer;

[
if the byte at the data pointer is zero,

then instead of moving the instruction pointer
forward to the next command, jump it

forward to the command after the matching
]

command.

]
if the byte at the data pointer is nonzero,

then instead of moving the instruction pointer
forward to the next command, jump it

back to the command after the matching
[

command.

Listing 3. Comparing numbers

>>, #move to l o c a t i o n 2 and read value o f a
[−[>+<−]+>] # f i l l a l o c a t i o n s with 1
<[<] #go back to l o c a t i o n 1
, #read value o f b
[>[−]<−[>+<−]>] # f i l l b l o c a t i o n s with 0

#i f l o c a t i o n b p lus 1 i s 0 then a was
,>[<+.[−]>[−]]<. #l e s s than b and pr in t ”0”

#e l s e p r i n t ”1”

2.3. Related BF implementations. There is a large collection of BF implemen-
tations, most of them listed in [7].

The BF implementations include:
• interpreters that use other programming languages to take BF programs as input

and execute commands in that specific programming language. There are even
some BF interpreters written in BF;

• compilers that take BF source code and generate executable code;
• hardware implementations including emultated and real CPU-s that can run BF

code directly.
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Most of those implementations are pure proofs of concept just to show that BF
can be implemented using some particular technology. Some of them are optimizing
implementations created to run BF code as fast as possible. Some of them are notable
intentions to implement support for network communications.

The BF++ project [8] aims to extend BF with file I/O and TCP network commu-
nication. Some specifications are given but the project was discontinued and no final
implementation was provided.

NetFuck [9] introduces communication between two NetFuck programs over TCP.
The remote host and port are given to the interpreter as command line arguments
and cannot be specified within the BF code.

Another step forward toward network communication using BF was taken by an-
other NetFuck interpreter written in C# [10] which redirects standard BF I/O com-
mands (.,) to read/write into a TCP socket instead of standard I/O. The developer
also provides an IRCbot client written in NetFuck. However, the interpreter requires
the IP and remote port to be specified in the command line as arguments, and by
redirecting I/O to the connected TCP socket, no further interaction with the user is
possible.

Two distributed applications using BF are presented below.
In [11] is presented a BF module for a particular webserver implemented in PHP.

The module allows a developer to write server-side BF code and the result will be
displayed on the clients browser. The communication is performed through the web
server, so no socket facilities are provided for BF.

In [12], a NodeJS webserver implementation is extended to support writting BF
code as scripting language for client side web programming in web browsers.

Therefore, we choose to implement our own BF interpreter with general purpose
networking support using AWK programming language since there are none known BF
implementations using AWK, and because AWK has a simple to use and understand
socket abstractization layer.

3. AWK

The main purpose of AWK programming language was to allow users to write
short programs intended for fast text processing and generating reports. AWK code
is intended to be executed for each line of each processed file after applying some
input regex filters. The processing speed of various AWK implementations versus
alternatives such as Perl, Python or Ruby is beyond the scope of this document.
However, AWK is present as a main programming/scripting language in most UNIX-
like operating systems and therefore, it is studied in computer science curriculums
all around the word. While a lot of students study AWK programming and most
system administrators use it on a daily basis, few of them are aware of it’s networking
capabilities.

Our main concern was to write an efficient program through which we can access
network services. But AWK was not meant initially to be used for networking pur-
poses and it does not introduce special functions for socket access, like other languages
do. However, it treats network connections like files [13]. The special file name for
network access is made up of several mandatory fields, such as:

/inet/protocol/localport/hostname/remoteport

Network communication in AWK is implemented by creating a pipeline between
the main AWK process and a process over the network specified as a special filename.
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So, it was necessary to introduce a new operator ’|&’ to make possible communication
over a network.

An example of reading a line from a tcp server (i.e. the ssh server on localhost
listening on port 22 and presenting the ssh server welcome message) is presented
below:

$echo | AWK ’{”/inet/tcp/0/localhost/22” |& getline a; print a}’
SSH-2.0-OpenSSH 5.9p1 Debian-5ubuntu1.3

Another example is how to write a message (”hello”) to a UDP server using a
simple AWK command:

$echo | AWK ’print ”hello” |& ”/inet/udp/0/localhost/2222”’

4. AWK INTERPRETER FOR BF

BF is a minimalistic esoteric programming language. Hence, as shown in the pre-
vious section, there are many interpreters and compilers for BF in most programming
languages, including a BF interpreter written in BF. However, there is none written
in AWK.

Our first task was to write a BF interpreter in AWK that can run any BF program.
There are several procedures for testing the compatibility and the performance of
BF interpreters, some of them including recursive execution of BF code using the
BF interpreter written in BF [14]. It is our main goal to write a compatible AWK
interpreter for BF, while the performance is not our concern for the moment.

Along with a lot of trivial BF programs that we tried out in order to test our
implementation, we also run a BF program that generates an ASCII Mandelbrot set.
Although it runs slower than the default Ubuntu BF interpreter, it runs successfully
as it can be seen in the Figure 1.

Figure 1. Output of the BF Mandelbrot set generator

Although AWK is a fast text processing programming language [15], we will piggy-
back here it’s network communication abilities.
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At first, the AWK interpreter reads all commands from the BF source file, then,
they are parsed sequentially or repetitive for the ”[”,”]” pair of instructions. The
pseudocode is presented in Listing 4.
To maintain the minimalism of BF, we introduce only one new instruction, called @.

Depending on the interpreter which is usually used, one may consider this new
instruction (i.e. our AWK interpreter) or ignore it, considering that it is a comment (as
regular interpreters do). In order to make possible the client-server communication,
we need to define some rules which specify the protocols that should be followed.

Listing 4. Pseudocode for interpreting network capable BF

1 // array m used f o r s t o r i n g 30000 bytes long v i r t u a l BF tape
2 // c i n d i c a t e s cur rent tape p o s i t i o n
3 READ source code in to array v
4 FOR i in v

5 CASE v [ i ]
6 ” , ” : READ a byte in to m[ c ]
7 ” . ” : WRITE m[ c ]

8 ”+”: Increment m[ c ]
9 ”−”: Decrement m[ c ]

10 ”>”: Increment tape po in t e r c
11 ”<”: Decrement tape po in t e r c

12 ” [ ” : IF m[ c ] not 0
13 THEN execute i n s t r u c t i o n s up to
14 cor re spond ing ” ]”
15 ELSE GOTO correspond ing ” ]”

16 ENDIF
17 ” ] ” : IF m[ c ] not 0
18 THEN GOTO correspond ing ” [”
19 ENDIF

20 ”@” : CASE m[ c+1]
21 0 : L i s t en TCP on port m[ c+2]∗1000+m[ c +3]
22 and IP address m[ c +4] .m[ c +5] .m[ c +6] .m[ c +7]
23 and WRITE m[ c ] when c l i e n t READS

24 1 : L i s t en TCP on port m[ c+2]∗1000+m[ c +3]
25 and IP address m[ c +4] .m[ c +5] .m[ c +6] .m[ c +7]
26 and READ m[ c ] when c l i e n t WRITES

27 2 : Connect to TCP on port m[ c+2]∗1000+m[ c +3]
28 and IP address m[ c +4] .m[ c +5] .m[ c +6] .m[ c +7]
29 and WRITE m[ c ] when s e r v e r READS
30 3 : Connect to TCP on port m[ c+2]∗1000+m[ c +3]

31 and IP address m[ c +4] .m[ c +5] .m[ c +6] .m[ c +7]
32 and READ m[ c ] when s e r v e r WRITES
33 4 : // not used because UDP s e r v e r cannot WRITE
34 // be f o r e READ

35 5 : L i s t en UDP on port m[ c+2]∗1000+m[ c +3]
36 and IP address m[ c +4] .m[ c +5] .m[ c +6] .m[ c +7]
37 and READ m[ c ] when c l i e n t WRITES
38 6 : Connect to UDP on port m[ c+2]∗1000+m[ c +3]

39 and IP address m[ c +4] .m[ c +5] .m[ c +6] .m[ c +7]
40 and WRITE m[ c ] when s e r v e r READS
41 7 : // not used because UDP c l i e n t cannot READ

42 // be f o r e WRITE
43 ENDCASE
44 ENDCASE
45 ENDFOR
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Memory pointer Meaning

c+0 current memory location
c+1 case byte
c+2 port high byte
c+3 port low byte
c+4 IP byte 1
c+5 IP byte 2
c+6 IP byte 3
c+7 IP byte 4

Table 2.
Specifications for implementing @ command

Values m[c+1]

0 = (server, send, TCP)
1 = (server, receive, TCP)
2 = (client, send, TCP)
3 = (client, receive, TCP)
4 = (server, send, UDP)
5 = (server, receive, UDP)
6 = (client, send, UDP)
7 = (client, receive, UDP)

Table 3.
Cases for values of byte m[c+1]

4.1. Specifications for instruction @. This new instruction will allow the user
to send/receive a single byte through a socket. The instruction will send/receive the
byte referred by the current memory pointer (c). The type of the socket is defined by
the value of c+1 as described in Table 2. The byte values at c+2 and c+3 are used to
define the local or remote port foc communication, and bytes c+4 to c+7 represent
the remote IPvP address (as described in Table 2).

The second byte (i.e. m[c+1]) can have only eight possible values, otherwise it will
be ignored, and the communication will not be able to take place.

It is well known that two processes can be either client or server, they can either
send or receive messages following one of the TCP or UDP protocols. Depending
on the chosen combination from the set obtained by making the cartesian product
between the above named sets: {client, server} x {send, receive} x {TCP, UDP}, the
second byte should have only the values described in Table 3.

4.2. Examples of BF network communication.

4.2.1. TCP client. The first example is a TCP client that will read the first byte
of a SMTP server welcome message running on localhost (127.0.0.1) on port 25, and
outputs on the screen the value received in the current memory location:

Listing 5. TCP client

>+++> #value o f m( c1 ) s e t to 3
#f o r TCP c l i e n t r e c e i v e

+++++[>+++++<−]>> #s e t t i n g m( c3 ) port to
#25 mul t ip ly ing 5 by 5

>>++++[<++++[<++++++++>−]>−]<<− #s e t t i n g m( c4 ) f i r s t
#oc t e t o f IP address
#to 127=4∗4∗8 minus 1

>>>+ #s e t t i n g o c t e t s m( c5 ) to

#m( c7 ) to 0 and 0 and 1
#move back to m( c )

<<<<<<<@. #execute socke t command
#and output the byte

#read

The program prints on the screen the character ”2” which was the first byte read
from the server welcome message:

”220 athena.ubbcluj.ro ESMTP Postfix (Ubuntu)”
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4.2.2. UDP client - server. The second example is a pair of BF programs that com-
municate with each other using UDP port 2000:

Listing 6. BF UDP server

>+++++> #value o f m( c1 ) s e t to 5

#f o r UDP s e r v e r r e c e i v e
++>> #s e t t i n g m( c3 ) port to

#2000 ( high o c t e t 2 ,
#low o c t e t 000)

>>++++[<++++[<++++++++>−]>−]<<− #s e t t i n g m( c4 ) f i r s t
#oc t e t o f IP address
#to 127=4∗4∗8 minus 1

>>>+ #s e t t i n g o c t e t s m( c5 )

#to m( c7 ) to 0 and 0
#and 1
#move back to m( c )

<<<<<<<@. #execute socke t command

#and output the byte
#read

Listing 7. BF UDP client

, #read a byte from

#standard input
>++++++> #value o f m( c1 ) s e t to 6

#f o r UDP c l i e n t send
++>> #s e t t i n g m( c3 ) port to

#2000 ( high o c t e t 2 ,
#low o c t e t 000)

>>++++[<++++[<++++++++>−]>−]<<− #s e t t i n g m( c4 ) f i r s t
#oc t e t o f IP address

#to 127=4∗4∗8 minus 1
>>>+ #s e t t i n g o c t e t s m( c5 ) to

#m( c7 ) to 0 and 0 and 1

<<<<<<<@ #move back to m( c )
#execute socke t command

4.3. Limitations. Although, a lot can be accomplished by using an application
layer protocol that transmits only byte sized payload packets, it is not an efficient
use of resources. This implementation can only transmit/receive maximum one byte
of information for every @ instruction used. This was our choice for this proof of
concept implementation in order to keep the BF extension minimalistic.

The interpreter could be easily changed to send/receive variable sized data packets
by using another byte (or two) in the memory to specify packet sizes up to 265 (65535)
bytes. But this would greatly increase the already high complexity and readability of
BF code.

5. CONCLUSIONS AND FUTURE WORK

The goal of writing a BF interpreter and extending BF for client-server communi-
cation has been realised in the most minimalistic possible way.

We hope that what we realised was indeed a proof of concept and that our ideas
will inspire others to learn how to program in AWK.

As future directions for research and development we are considering implementing
(and testing) variable packet size network communication in BF in such a way so to
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maintain the minimalistic and esoteric principles of BF. Also, based on the research
done for this paper we could also extend BF for running code in parallel so it could be
used as a didactic tool for understanding the non-sequential programming paradigm.
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1. Introduction

Although classical, Hilbert’s inequality is still of interest to numerous mathematicians.
Through the years, Hilbert-type inequalities were discussed by numerous authors,
who either reproved them using various techniques, or applied and generalized them
in many different ways. For more details as regards Hilbert’s inequality the reader is
referred to [4], [7] and [8]. In particular, in [9], Pachpatte proved some new inequalities
similar to Hilbert’s inequality. In this paper, we establish some new integral Hilbert-
Pachpatte type inequalities.

We start with the following result of Zhongxue Lü from [11]: let p > 1, 1
p + 1

q = 1,

s > 2 − min{p, q}, and f(x), g(y) be real-valued continuous functions defined on
[0,∞), respectively, and let f(0) = g(0) = 0, and

0 <

∫ ∞

0

∫ x

0

x1−s|f ′(τ)|pdτdx <∞, 0 <

∫ ∞

0

∫ y

0

y1−s|g′(δ)|qdδdy <∞,

then∫ ∞

0

∫ ∞

0

|f(x)||g(y)|
(qxp−1 + pyq−1)(x+ y)s

dxdy (1)

≤
B
(
q+s−2
q , p+s−2

p

)
pq

(∫ ∞

0

∫ x

0

x1−s|f ′(τ)|pdτdx
) 1

p
(∫ ∞

0

∫ y

0

y1−s|g′(δ)|qdδdy
) 1

q

.

Here, B(·, ·) denotes the usual Beta function. In this paper we shall consider more
general form of inequality (1). Moreover, the main objective of this paper is to deduce
Hilbert-Pachpatte type inequalities using the Taylor series of function and refinement
of arithmetic-geometric inequality from [5]. Also, this paper presents improvements
and weighted versions of Hilbert-Pachpatte type inequalities involving the fractional
derivatives. Our results will be based on the following result of Krnić and Pečarić
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(see [6]) for conjugate exponents p and q. More precisely, they obtained the following
two equivalent inequalities:∫

Ω×Ω

K(x, y)f(x)g(y)dµ1(x)dµ2(y) (2)

≤
[∫

Ω

φp(x)F (x)fp(x)dµ1(x)

] 1
p
[∫

Ω

ψq(y)G(y)gq(y)dµ2(y)

] 1
q

and∫
Ω

G1−p(y)ψ−p(y)

[ ∫
Ω

K(x, y)f(x)dµ1(x)

]p
dµ2(y) ≤

∫
Ω

φp(x)F (x)fp(x)dµ1(x),

(3)
where p > 1, µ1, µ2 are positive σ-finite measures, K : Ω × Ω → R, f, g, φ, ψ : Ω → R
are measurable, non-negative functions and

F (x) =

∫
Ω

K(x, y)

ψp(y)
dµ2(y) and G(y) =

∫
Ω

K(x, y)

φq(x)
dµ1(x). (4)

On the other hand, here we also refer to a paper of Brnetić et al, [10], where a
general Hilbert-type inequality was obtained for l ≥ 2 conjugate exponents, that is,

real parameters p1, . . . , pl > 1, such that
∑l
i=1

1
pi

= 1. Namely, let K : Ωl → R and

ϕij : Ω → R, i, j = 1, . . . , l, be non-negative measurable functions. If
∏l
i,j=1 ϕij(xj) =

1, then the inequality∫
Ωl

K(x1, . . . , xl)
l∏
i=1

fi(xi) dx1 . . . dxl ≤
l∏
i=1

(∫
Ω

Fi(xi)(ϕiifi)
pi(xi) dxi

) 1
pi

, (5)

holds for all non-negative measurable functions f1, . . . , fl : Ω → R, where

Fi(xi) =

∫
Ωl−1

K(x1, . . . , xl)
l∏

j=1,j ̸=i

ϕpiij (xj)dx1 . . . dxi−1dxi+1 . . . dxl, (6)

for i = 1, . . . , l.

2. Main results

In this section we shall state our main results. We suppose that all integrals
converge and shall omit these types of conditions. To obtain the main result we need
some lemmas.

Lemma 2.1. For f ∈ Cn[a, b], n ∈ N, the Taylor series of function f is given by

f(x) =
1

(n− 1)!

∫ x

a

(x− t)n−1f (n)(t)dt+
n−1∑
k=0

f (k)(a)

k!
(x− a)k. (7)

Define the subspace Cna [a, b] of Cn[a, b] as

Cna [a, b] = {f ∈ Cn[a, b] : f (k)(a) = 0, k = 0, 1, . . . , n− 1}.

Obviously, if f ∈ Cna [a, b], then the right-hand side of (7) can be written as

f(x) =
1

(n− 1)!

∫ x

a

(x− t)n−1f (n)(t)dt. (8)
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M. Krnić et al. in [5] proved the following refinements and converses of Young’s
inequality in quotient and difference form. For that sake, if x = (x1, x2, . . . , xn) and
p = (p1, p2, . . . , pn), we denote Pn =

∑n
i=1 pi,

An(x) =

∑n
i=1 xi
n

, Gn(x) =

(
n∏
i=1

xi

) 1
n

,

and

Mr(x,p) =


(

1
Pn

∑n
i=1 pix

r
i

) 1
r

, r ̸= 0

(
∏n
i=1 x

pi
i )

1
Pn , r = 0

.

Lemma 2.2. ([5]) Let x = (x1, x2, . . . , xn) and p = (p1, p2, . . . , pn) be positive
n−tuples such that

∑n
i=1

1
pi

= 1, and

xp = (xp11 , x
p2
2 , . . . , x

pn
n ), p−1 =

(
1

p1
,

1

p2
, . . . ,

1

pn

)
.

Then
(i) [

An(xp)

Gn(xp)

]nmin1≤i≤n{ 1
pi

}

≤ M1(xp,p−1)

M0(xp,p−1)
≤
[
An(xp)

Gn(xp)

]nmax1≤i≤n{ 1
pi

}

,

and
(ii)

n min
1≤i≤n

{
1

pi

}
[An(xp) −Gn(xp)] ≤M1(xp,p−1) −M0(xp,p−1)

≤ n max
1≤i≤n

{
1

pi

}
[An(xp) −Gn(xp)].

We start with the refinement of Hilbert-Pachpatte type inequalities with the general
kernel.

Theorem 2.3. Let 1
p + 1

q = 1 with p, q > 1, and 0 ≤ a < b ≤ ∞. If K : [a, b] ×
[a, b] → R is non-negative function, φ(x), ψ(y) are non-negative functions on [a, b]
and f, g ∈ Cna [a, b], then the following inequalities hold∫ b

a

∫ b

a

K(x, y)|f(x)| |g(y)|(
(x− a)

1
q(M−m) + (y − a)

1
p(M−m)

)2(M−m)
dxdy

≤ 1

4M−m

∫ b

a

∫ b

a

K(x, y)|f(x)| |g(y)|
(x− a)

1
q (y − a)

1
p

dxdy (9)

≤ 1

4M−m[(n− 1)!]2

(∫ b

a

∫ x

a

(x− t)p(n−1)φp(x)F (x)|f (n)(t)|pdtdx

) 1
p

×

(∫ b

a

∫ y

a

(y − t)q(n−1)ψq(y)G(y)|g(n)(t)|qdtdy

) 1
q

,
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and ∫ b

a

G1−p(y)ψ−p(y)

(∫ b

a

K(x, y)

(∫ x

a

(x− t)p(n−1)|f (n)(t)|pdt
) 1

p

dx

)p
dy

≤
∫ b

a

∫ x

a

(x− t)p(n−1)φp(x)F (x)|f (n)(t)|pdtdx, (10)

where m = min{ 1
p ,

1
q}, M = max{ 1

p ,
1
q}, and F (x) and G(y) are defined as in (4).

Proof. By using (8) and Hölder’s inequality, we have

|f(x)| =
1

(n− 1)!

∣∣∣∣∫ x

a

(x− t)n−1f (n)(t)dt

∣∣∣∣
≤ 1

(n− 1)!

∫ x

a

(x− t)n−1|f (n)(t)| · 1dt

≤ 1

(n− 1)!

(∫ x

a

(x− t)p(n−1)|f (n)(t)|pdt
) 1

p
(∫ x

a

1qdt

) 1
q

=
(x− a)

1
q

(n− 1)!

(∫ x

a

(x− t)p(n−1)|f (n)(t)|pdt
) 1

p

, (11)

and similarly

|g(x)| ≤ (y − a)
1
p

(n− 1)!

(∫ y

a

(y − t)q(n−1)|g(n)(t)|qdt
) 1

q

. (12)

Now, from (11) and (12) we get

|f(x)| |g(y)| ≤ 1

[(n− 1)!]2
(x− a)

1
q (y − a)

1
p ×

(∫ x

a

(x− t)p(n−1)|f (n)(t)|pdt
) 1

p

×
(∫ y

a

(y − t)q(n−1)|g(n)(t)|qdt
) 1

q

. (13)

Applying Lemma 2.2(i) (see also [5]), we have

4M−m(xpyq)M−m ≤ (xp + yq)2(M−m), x ≥ 0, y ≥ 0, (14)

where 1
p + 1

q = 1 with p > 1, and m = min{ 1
p ,

1
q}, M = max{ 1

p ,
1
q}. From (13) and

(14) we observe that

4M−m|f(x)| |g(y)|(
(x− a)

1
q(M−m) + (y − a)

1
p(M−m)

)2(M−m)
≤ |f(x)| |g(y)|

(x− a)
1
q (y − a)

1
p

≤ 1

[(n− 1)!]2

(∫ x

a

(x− t)p(n−1)|f (n)(t)|pdt
) 1

p
(∫ y

a

(y − t)q(n−1)|g(n)(t)|qdt
) 1

q

,

and therefore
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4M−m
∫ b

a

∫ b

a

K(x, y)|f(x)| |g(y)|(
(x− a)

1
q(M−m) + (y − a)

1
p(M−m)

)2(M−m)
dxdy

≤
∫ b

a

∫ b

a

K(x, y)|f(x)| |g(y)|
(x− a)

1
q (y − a)

1
p

dxdy (15)

≤ 1

[(n− 1)!]2

∫ b

a

∫ b

a

K(x, y)

(∫ x

a

(x− t)p(n−1)|f (n)(t)|pdt
) 1

p

×
(∫ y

a

(y − t)q(n−1)|g(n)(t)|qdt
) 1

q

dxdy.

Applying the substitutions

f1(x) =

(∫ x

a

(x− t)p(n−1)|f (n)(t)|pdt
) 1

p

, g1(y) =

(∫ y

a

(y − t)q(n−1)|g(n)(t)|qdt
) 1

q

and (2), we have∫ b

a

∫ b

a

K(x, y)f1(x)g1(y)dxdy ≤

(∫ b

a

φp(x)F (x)fp1 (x)dx

) 1
p
(∫ b

a

ψq(y)G(y)gq1(y)dy

) 1
q

=

(∫ b

a

∫ x

a

(x− t)p(n−1)φp(x)F (x)|f (n)(t)|pdtdx

) 1
p

×

(∫ b

a

∫ y

a

(y − t)q(n−1)ψq(y)G(y)|g(n)(t)|qdtdy

) 1
q

. (16)

By using (15) and (16) we obtain (9). The second inequality (10) can be proved by
applying (3). �

Now we can apply our main result on non-negative homogeneous functions. Re-
call that for homogeneous function of degree −s, s > 0, the equality K(tx, ty) =
t−sK(x, y) is satisfied. Further, we define

k(α) :=

∫ ∞

0

K(1, u)u−αdu

and suppose that k(α) <∞ for 1 − s < α < 1. To prove first application of our main
results we need the following lemma.

Lemma 2.4. If λ > 0, 1 − λ < α < 1 and K : R+ × R+ → R is a non-negative
homogeneous function of degree −λ, then∫ ∞

0

K(x, y)

(
x

y

)α
dy = x1−λk(α), (17)

and ∫ ∞

0

K(x, y)
(y
x

)α
dx = y1−λk(2 − λ− α). (18)

Proof. We use the substitution y = ux. The proof follows easily from homogeneity of
the function K(x, y). �
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Corollary 2.5. Let 1
p + 1

q = 1, with p, q > 1. If K : R+ ×R+ → R is a non-negative

and homogeneous function of degree −λ, λ > 0, and f, g ∈ Cn0 [0,∞], then the following
inequalities hold∫ ∞

0

∫ ∞

0

K(x, y)|f(x)| |g(y)|(
x

1
q(M−m) + y

1
p(M−m)

)2(M−m)
dxdy (19)

≤ pq

4M−m

∫ ∞

0

∫ ∞

0

K(x, y)|f(x)| |g(y)|d(x
1
p )d(y

1
q )

≤ L

4M−m[(n− 1)!]2

(∫ ∞

0

∫ x

0

xp(A1−A2+n−1)+1−λ|f (n)(t)|pdtdx
) 1

p

×
(∫ ∞

0

∫ y

0

yq(A2−A1+n−1)+1−λ|g(n)(t)|qdtdy
) 1

q

,

and ∫ ∞

0

y(p−1)(λ−1)+p(A1−A2)

(∫ ∞

0

K(x, y)

(∫ x

0

(x− t)p(n−1)|f (n)(t)|pdt
) 1

p

dx

)p
dy

≤ Lp
∫ ∞

0

∫ x

0

xp(A1−A2+n−1)+1−λ|f (n)(t)|pdtdx, (20)

where A1 ∈ ( 1−λ
q , 1q ), A2 ∈ ( 1−λ

p , 1p ), L = k(pA2)
1
p k(2 − λ − qA1)

1
q , and M,m are

defined as in Theorem 2.3.

Proof. Let F (x), G(y) be the functions defined by (4). Setting φ(x) = xA1 and
ψ(y) = yA2 in (9), using the fact (x− t)p(n−1) ≤ xp(n−1), for x ≥ 0 and t ∈ [0, x], and
Lemma 2.4, we get∫ ∞

0

∫ x

0

(x− t)p(n−1)φp(x)F (x)|f (n)(t)|pdtdx

≤
∫ ∞

0

∫ x

0

xp(A1−A2+n−1)

(∫ ∞

0

K(x, y)

(
x

y

)pA2

dy

)
|f (n)(t)|pdtdx

= k(pA2)

∫ ∞

0

∫ x

0

xp(A1−A2+n−1)+1−λ|f (n)(t)|pdtdx, (21)

and similarly ∫ ∞

0

∫ y

0

(y − t)q(n−1)ψq(y)G(y)|g(n)(t)|qdtdy (22)

≤ k(2 − λ− qA1)

∫ ∞

0

∫ y

0

yp(A2−A1+n−1)+1−λ|g(n)(t)|qdtdy.

From (9), (21) and (22), we get (19). �

We proceed with some special homogeneous functions. First, by putting K(x, y) =
ln y

x

y−x in Corollary 2.5, we get the following result.

Corollary 2.6. Let 1
p + 1

q = 1, with p, q > 1. Let M,m, f, g be defined as in Corollary

2.5. Then the following inequalities hold
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∫ ∞

0

∫ ∞

0

ln y
x |f(x)| |g(y)|

(y − x)
(
x

1
q(M−m) + y

1
p(M−m)

)2(M−m)
dxdy

≤ pq

4M−m

∫ ∞

0

∫ ∞

0

ln y
x |f(x)| |g(y)|
y − x

d(x
1
p )d(y

1
q )

≤ L1

4M−m[(n− 1)!]2

(∫ ∞

0

∫ x

0

xp(A1−A2+n−1)|f (n)(t)|pdtdx
) 1

p

×
(∫ ∞

0

∫ y

0

yq(A2−A1+n−1)|g(n)(t)|qdtdy
) 1

q

,

and ∫ ∞

0

yp(A1−A2)

(∫ ∞

0

ln y
x

y − x

(∫ x

0

(x− t)p(n−1)|f (n)(t)|pdt
) 1

p

dx

)p
dy

≤ Lp1

∫ ∞

0

∫ x

0

xp(A1−A2+n−1)|f (n)(t)|pdtdx,

where A1 ∈ (0, 1q ), A2 ∈ (0, 1p ), and

L1 = π2(sin pA2π)−
2
p (sin qA1π)−

2
q .

Similarly, for the homogeneous function of degree −λ, λ > 0, K(x, y) = (max{x, y})−λ,

A1 = A2 = 2−λ
pq , with the condition λ > 2 − min{p, q}, we have:

Corollary 2.7. Let 1
p + 1

q = 1, with p, q > 1. Let M,m, f, g be defined as in Corollary

2.5. Then the following inequalities hold∫ ∞

0

∫ ∞

0

(max{x, y})−λ|f(x)| |g(y)|(
x

1
q(M−m) + y

1
p(M−m)

)2(M−m)
dxdy ≤ pq

4M−m

∫ ∞

0

∫ ∞

0

|f(x)| |g(y)|
(max{x, y})λ

d(x
1
p )d(y

1
q )

≤ L2

4M−m[(n− 1)!]2

(∫ ∞

0

∫ x

0

xp(n−1)+1−λ|f (n)(t)|pdtdx
) 1

p

×
(∫ ∞

0

∫ y

0

yq(n−1)+1−λ|g(n)(t)|qdtdy
) 1

q

,

and ∫ ∞

0

y(p−1)(λ−1)

(∫ ∞

0

(max{x, y})−λ
(∫ x

0

(x− t)p(n−1)|f (n)(t)|pdt
) 1

p

dx

)p
dy

≤ Lp2

∫ ∞

0

∫ x

0

xp(n−1)+1−λ|f (n)(t)|pdtdx,

where L2 = k( 2−λ
q ) and k(α) = λ

(1−α)(λ+α−1) .

In the proof of the following result we used a general Hilbert-type inequality (5) of
Brnetić et al, [10].

Theorem 2.8. Let n, l ∈ N, l ≥ 2,
∑l
i=1

1
pi

= 1 with pi > 1, i = 1, . . . , l. Let αi,

i = 1, . . . , l, is defined by αi =
∏l
j=1,j ̸=i pj . If K : [a, b]l → R is non-negative function,
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ϕij(xj), i, j = 1, . . . , l, are non-negative functions on [a, b], such that
∏l
i,j=1 ϕij(xj) =

1, and fi ∈ Cna [a, b], i = 1, . . . , l, then the following inequality holds∫
(a,b)l

K(x1, . . . , xl)
∏l
i=1 |fi(xi)|(∑l

i=1(xi − a)
1

αi(M−m)

)l(M−m)
dx1 . . . dxl

≤ 1

l(M−m)l

∫
(a,b)l

K(x1, . . . , xl)
∏l
i=1 |fi(xi)|∏l

i=1(xi − a)
1
αi

dx1 . . . dxl

≤ 1

l(M−m)l[(n− 1)!]l

l∏
i=1

(∫ b

a

∫ xi

a

(xi − t)pi(n−1)ϕpiii (xi)Fi(xi)|f (n)i (t)|pidtdxi

) 1
pi

,

where m = min1≤i≤l{ 1
pi
}, and M = max1≤i≤l{ 1

pi
}, and Fi(xi), i = 1, . . . , l is defined

by (6).

Obviously, Theorem 2.8 is a generalization of Theorem 2.3.

Remark 2.1. Applying the second refinement of arithmetic-geometric inequality (see
Lemma 2.2(ii)) we obtain

xpyq ≤
(
xp + yq

2
− 1

M −m

)2

, x ≥ 0, y ≥ 0, (23)

where 1
p + 1

q = 1 with p > 1, and m = min{ 1
p ,

1
q}, M = max{ 1

p ,
1
q}. If we take (23)

and proceed as in the proof of Theorem 2.3, then∫ b

a

∫ b

a

K(x, y)|f(x)| |g(y)|(
1
2 [(x− a)

1
q + (y − a)

1
p ] − 1

M−m

)2 dxdy ≤
∫ b

a

∫ b

a

K(x, y)|f(x)| |g(y)|
(x− a)

1
q (y − a)

1
p

dxdy

≤ 1

[(n− 1)!]2

(∫ b

a

∫ x

a

(x− t)p(n−1)φp(x)F (x)|f (n)(t)|pdtdx

) 1
p

×

(∫ b

a

∫ y

a

(y − t)q(n−1)ψq(y)G(y)|g(n)(t)|qdtdy

) 1
q

,

where F (x) and G(y) are defined by (4).

3. The fractional derivatives and applications to Hilbert-Pachpatte type
inequalities

First, we introduce some facts about fractional derivatives (see [3]). Let [a, b],
−∞ < a < b <∞, be a finite interval on real axis R. By Lp[a, b], 1 ≤ p <∞, we denote
the space of all Lebesgue measurable functions f for which |fp| is Lebesgue integrable
on [a, b]. For f ∈ L1[a, b] the left-sided and right-sided the Riemann-Liouville integral
of f of order α are defined by

Jαa+f(x) =
1

Γ(α)

∫ x

0

(x− t)α−1f(t)dt, x > a,

Jαb−f(x) =
1

Γ(α)

∫ b

x

(t− x)α−1f(t)dt, x < b.

For f : [a, b] → R the left-sided the Riemann-Liouville derivative of f of order α is
defined by



288 J. PEČARIĆ AND P. VUKOVIĆ

Dα
a+f(x) =

dn

dxn
Jn−αa+ f(x) =

1

Γ(n− α)

dn

dxn

∫ x

a

(x− t)n−α−1f(t)dt.

Our result with the Riemann-Liouville fractional derivative is based on the following
lemma (see [1]). By ACm[a, b] we denote the space of all functions g ∈ Cm−1[a, b] with
g(m−1) ∈ AC[a, b], where AC[a, b] is the space of all absolutely continuous functions
fnctions on [a, b]. For α > 0, [α] denotes the integral part of α.

Lemma 3.1. ([1]) Let β > α ≥ 0, m = [β] + 1, n = [α] + 1. The composition identity

Dα
a+f(x) =

1

Γ(β − α)

∫ x

0

(x− t)β−α−1Dβ
a+f(t)dt, x ∈ [a, b],

is valid if one of the following conditions holds:

(i) f ∈ Jβa+(L1[a, b]) = {f : f = Jβa+φ,φ ∈ L1[a, b]}.
(ii) Jm−β

a+ f ∈ ACm[a, b] and Dβ−k
a+ f(a) = 0 for k = 1, . . . ,m.

(iii) Dβ−1
a+ f ∈ AC[a, b], Dβ−k

a+ f ∈ C[a, b] and Dβ−k
a+ f(a) = 0 for k = 1, . . . ,m.

(iv) f ∈ ACm[a, b], Dβ
a+f, D

α
a+f ∈ L1[a, b], β − α /∈ N, Dβ−k

a+ f(a) = 0 for k =

1, . . . ,m and Dα−k
a+ f(a) = 0 for k = 1, . . . , n.

(v) f ∈ ACm[a, b], Dβ
a+f, D

α
a+f ∈ L1[a, b], β − α = l ∈ N, Dβ−k

a+ f(a) = 0 for
k = 1, . . . , l.

(vi) f ∈ ACm[a, b], Dβ
a+f, D

α
a+f ∈ L1[a, b], and f (k)(a) = 0 for k = 0, . . . ,m− 2.

(vii) f ∈ ACm[a, b], Dβ
a+f, D

α
a+f ∈ L1[a, b], β /∈ N and Dβ−1

a+ f is bounded in a
neighborhood of m = a.

By using Lemma 2.2 (see also Remark 2.1) and Lemma 3.1 we obtain our first
result with the fractional derivative.

Theorem 3.2. Let α, β, f, g be defined as in Theorem 3.1. If K : [a, b]2 → R is non-
negative function, φ(x), ψ(y) are non-negative functions on [a, b], then the following
inequality holds∫ b

a

∫ b

a

K(x, y)|Dα
a+f(x)| |Dα

a+g(y)|(
1
2 [(x− a)

1
q + (y − a)

1
p ] − 1

M−m

)2 dxdy
≤
∫ b

a

∫ b

a

K(x, y)|Dα
a+f(x)| |Dα

a+g(y)|
(x− a)

1
q (y − a)

1
p

dxdy

≤ 1

[Γ(β − α)]2

(∫ b

a

∫ x

a

(x− t)p(β−α−1)φp(x)F (x)|Dα
a+f(t)|pdtdx

) 1
p

×

(∫ b

a

∫ y

a

(y − t)q(β−α−1)ψq(y)G(y)|Dα
a+g(t)|qdtdy

) 1
q

,

where m,M,F (x), G(y) are defined as in Theorem 2.3.

Proof. The proof is similar to the proof of Theorem 2.3. �
Let ν > 0, n = [ν], and ν = ν − n, 0 ≤ ν < 1. Let [a, b] ⊆ R and x0, x ∈ [a, b] such

that x ≥ x0 where x0 is fixed. For f ∈ C[a, b] the generalized Riemann-Liouville
fractional integral of f of order ν is given by

(Jx0
ν f)(x) =

1

Γ(ν)

∫ x

x0

(x− t)ν−1f(t)dt, x ∈ [x0, b].
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Further, define the subspace Cνx0
[a, b] of Cn[a, b] as

Cνx0
[a, b] = {f ∈ Cn[a, b] : Jx0

1−νf
(n) ∈ C1[x0, b]}.

For f ∈ Cνx0
[a, b] the generalized Canavati ν−fractional derivative of f over [x0, b] is

given by

Dν
x0
f = DJx0

1−νf
(n),

where D = d/dx. Notice that

(Jx0

1−νf
(n))(x) =

1

Γ(1 − ν)

∫ x

x0

(x− t)−νf (n)(t)dt

exists for f ∈ Cνx0
[a, b].

To obtain the result with generalized Canavati ν−fractional derivative of f we need
the following lemma.

Lemma 3.3. ([3]) Let f ∈ Cνx0
[a, b], ν > 0 and f (i)(x0) = 0, i = 0, 1, . . . , n − 1,

n = [ν]. Then

f(x) =
1

Γ(ν)

∫ x

x0

(x− t)ν−1(Dν
x0
f)(t)dt,

for all x ∈ [a, b] with x ≥ x0.

Theorem 3.4. Let ν > 0 and x0, y0 ∈ [a, b]. Let K : [a, b]2 → R is non-negative
function, φ(x), ψ(y) are non-negative functions on [a, b]. If f ∈ Cνx0

[a, b] and g ∈
Cνy0 [a, b] such that f (i)(x0) = g(i)(y0) = 0, i = 0, 1, . . . , n − 1, n = [ν], then the
following inequalities hold∫ b

a

∫ b

a

K(x, y)|f(x)| |g(y)|(
(x− x0)

1
q(M−m) + (y − y0)

1
p(M−m)

)2(M−m)
dxdy

≤ 1

4M−m

∫ b

a

∫ b

a

K(x, y)|f(x)| |g(y)|
(x− x0)

1
q (y − y0)

1
p

dxdy (24)

≤ 1

4M−m[Γ(ν)]2

(∫ b

a

∫ x

x0

(x− t)p(ν−1)φp(x)F (x)|(Dν
x0
f)(t)|pdtdx

) 1
p

×

(∫ b

a

∫ y

y0

(y − t)q(ν−1)ψq(y)G(y)|(Dν
y0g)(t)|qdtdy

) 1
q

,

and ∫ b

a

G1−p(y)ψ−p(y)

(∫ b

a

K(x, y)

(∫ x

x0

(x− t)p(ν−1)|(Dν
x0
f)(t)|pdt

) 1
p

dx

)p
dy

≤
∫ b

a

∫ x

x0

(x− t)p(ν−1)φp(x)F (x)|(Dν
x0
f)(t)|pdtdx, (25)

where m = min{ 1
p ,

1
q}, M = max{ 1

p ,
1
q}, and F (x) and G(y) are defined by (4).

Proof. To prove the inequalities (24) and (25) we follow the same procedure as in the
proof of Theorem 2.3, except we use Lemma 3.3 instead Lemma 2.1. �

In a similar manner as in the previous section, using the inequality (5) we obtain
a generalization of Theorem 3.4.
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Theorem 3.5. Let ν > 0 and αi, i = 1, . . . , l, is defined by αi =
∏l
j=1,j ̸=i pj , where∑l

i=1
1
pi

= 1 with pi > 1, i = 1, . . . , l. Let K(x1, . . . , xl), ϕij , i, j = 1, . . . , l, are

defined as in Theorem 2.8. If fi ∈ Cν
x
(i)
0

[a, b] (x
(i)
0 ∈ [a, b]), i = 1, . . . , l, such that

f
(j)
i (x

(i)
0 ) = 0, j = 0, 1, . . . , n− 1, n = [ν], then the following inequality holds∫

(a,b)l

K(x1, . . . , xl)
∏l
i=1 |fi(xi)|(∑l

i=1(xi − x
(i)
0 )

1
αi(M−m)

)l(M−m)
dx1 . . . dxl

≤ 1

l(M−m)l

∫
(a,b)l

K(x1, . . . , xl)
∏l
i=1 |fi(xi)|∏l

i=1(xi − x
(i)
0 )

1
αi

dx1 . . . dxl

≤ 1

l(M−m)l[Γ(ν)]l

l∏
i=1

(∫ b

a

∫ xi

x
(i)
0

(xi − t)pi(ν−1)ϕpiii (xi)Fi(xi)|(Dν

x
(i)
0

fi)(t)|pidtdxi

) 1
pi

where m = min1≤i≤l{ 1
pi
}, and M = max1≤i≤l{ 1

pi
}, and Fi(xi), i = 1, . . . , l is defined

by (6).

For α > 0, f ∈ ACn[a, b], where n = [α] + 1 if α /∈ N0 and n = α if α ∈ N0,
the Caputo fractional derivative of f of order α cDα

a+f (left-sided) and cDα
b−f (right-

sided) are defined by

cDα
a+f(x) = Dα

a+

[
f(x) −

n−1∑
k=0

f (k)(a)

Γ(k + 1)
(x− a)k

]
,

cDα
b−f(x) = Dα

b−

[
f(x) −

n−1∑
k=0

f (k)(b)

Γ(k + 1)
(b− x)k

]
,

where Dα
a+, D

α
b− denote the left-hand sided and the right-hand sided Riemann-

Liouville derivatives.
Very recently, Andrić et al [2] proved the following result.

Theorem 3.6. Let ν > γ ≥ 0, n = [ν] + 1, m = [γ] + 1 and f ∈ ACk[a, b], k = n if
ν /∈ N0 and k = n − 1 if ν ∈ N0. Let

cDν
a+f,

cDγ
a+f ∈ L1[a, b]. Suppose that one of

the following conditions holds:
(a) ν, γ /∈ N0 and f (i)(a) = 0 for i = m, . . . , n− 1.
(b) ν ∈ N, γ /∈ N0 and f (i)(a) = 0 for i = m, . . . , n− 2.
(c) ν /∈ N, γ ∈ N0 and f (i)(a) = 0 for i = m− 1, . . . , n− 1.
(d) ν ∈ N, γ ∈ N0 and f (i)(a) = 0 for i = m− 1, . . . , n− 2.
Then

cDγ
a+f(x) =

1

Γ(ν − γ)

∫ x

a

(x− t)ν−γ−1Dν
a+f(t)dt.

Applying Lemma 2.2(i) and Theorem 3.6 (see also [2]) we obtain the following
result.

Theorem 3.7. Let ν, γ, f, g be defined as in Theorem 3.6. If K : [a, b]2 → R is non-
negative function, φ(x), ψ(y) are non-negative functions on [a, b], then the following
inequality holds
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∫ b

a

∫ b

a

K(x, y)|cDγ
a+f(x)| |cDγ

a+g(y)|(
(x− a)

1
q(M−m) + (y − a)

1
p(M−m)

)2(M−m)
dxdy

≤ 1

4M−m

∫ b

a

∫ b

a

K(x, y)|cDγ
a+f(x)| |cDγ

a+g(y)|
(x− x0)

1
q (y − y0)

1
p

dxdy

≤ 1

4M−m[Γ(ν − γ)]2

(∫ b

a

∫ x

a

(x− t)p(ν−γ−1)φp(x)F (x)|cDν
a+f(t)|pdtdx

) 1
p

×

(∫ b

a

∫ y

a

(y − t)q(ν−γ−1)ψq(y)G(y)|cDν
a+g(t)|qdtdy

) 1
q

,

where m,M,F (x), G(y) are defined as in Theorem 2.3.
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Nonlinear analysis on elliptic curves subspaces with
cryptographic applications
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Abstract. Defining an adequate and well secured system is the ideal solution to protect the

data against online attacks. With respect for this, one of the methods which are used is the
double authentication in order to reduce the likelihood that a user presents false evidence of
identity. In this article, we present cryptographic systems based on elliptic curves defined over
finite space Fpt . The security of the cryptosystems is given by a set of numbers, chosen from

an elliptic curve and the calculation difficulty for the attack on the encryption system, taking
an effective approach by establishing a common secret key required for group authentication.
Also we present a complete description of the necessary system for the double authentication
scheme.
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authentication.

1. Introduction

The only defense against online attacks and combating online identity theft is by
securing access to data where authentication occurs. Authentication represents the
process of verifying a user identity that is to accessed the database.

Accessing data can be done either through a virtual private network (VPN), remote
desktop connection, e-mail application (Outlook Anywhere) or an online portal that
are authorized to access the data. Traditional authentication systems includes a lower
security level authentication such as a password.

In this article we propose to improve the process of authentication for access to
the database by double authentication, key exchange security on both sides. Two-
factor authentication adds stronger security for users to authenticate with additional
accreditations in addition to a password. Double authentication requires two of the
following factors: something he knows (password, PIN), something he has (identity
card, keys), and something that uniquely represents the user (fingerprint, retinal
image).

However, the choice of an adequate and well secured two-factor authentication sys-
tem can be difficult and expensive, compared with an unified authentication system,
so it is easier to use and computational cost-effective. Two-factor authentication is
a security process in which the user has two means of identification, one of which is
usually physical, such as a card, and the second is something memorized, such as a
security code. The two factors involved in the authentication process are something
that the user knows and something he owns. Integrity is the assurance that the data
which a user refers to can be accessed and modified only by those authorized to do
so.

Received November 24, 2014.
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Double authentication is used to reduce the likelihood that the user provides false
evidence of identity. To reduce the number of stored keys and broadcasted messages,
the researchers inserted the group key distribution protocol [13, 20] which is based on
DLP (Discrete Logarithm Problem) assuming several public-key cryptosystems.

For a group double authentication, elliptic curve cryptosystems can be used to
perform digital signature schemes and encryption schemes. Cryptosystems based on
elliptic curve encryption systems refer to use numbers generated by an elliptic curve.
It has been demonstrated over time that the cryptographic systems that are encrypted
with the numbers generated by an elliptic curve are safer.

Cryptographic systems based on elliptic curves are defined equally well in any finite
group (such as a group of points on a elliptic curve) and have stronger cryptographic
security per bit than of any other public key encryption system known at the time.
Memory requirements and bandwidth are substantially lower. Systems based on el-
liptic curves are easier to implement, being more efficient than any other public key
system.

These systems are ideal for small hardware implementations such as cards, further-
more, encryption and signing can be performed in separate steps with an significant
speed compared to other systems, which simplifies the security problem at login.

The security of cryptosystems based on elliptic curves consists in the difficulty of
calculating discrete logarithms in discrete fields (DLP). The group key protocol has
a major role in securing data and is divided into two categories: session key protocol
and broadcast management key between the group members.

A group transfer key protocol is KGC, reliable key generation center (trusted key
generation center) [2, 18, 23] is responsible for the generation and transport of the key
to each involved member in the authentication process. For each distribution there is
a registration process for users to subscribe group key, randomly selecting a private
key.

The first step to a secured group authentication is to establish a secret code that
is sent to group members. It establishes a protocol that ensures data security against
active attacks. Of course, the cryptographic security levels can be achieved in various
ways.

To transmit the confidentiality data, an effective approach is to establish a com-
mon secret key, obtained only by group members, required by the authentication.
Recoding the group key is required whenever there is a change in the group, for data
confidentiality. The confidentiality of the group key distribution is theoretically se-
cure information and the security group key transfer depends on the members actions
not an calculation hypothesis.

2. State of the art

For a secure communication between two or more users in an insecure network,
it is necessary to establish common session keys. For communication between two
users, things are somewhat simpler than in the case of multiple users, in which is
more difficult to establish a rigorous communication with no problems.

The best known protocol for establishing a common session key using a hostile
communication channel is Diffie-Hellman protocol. It also aims for exponential key
exchange, the protocol is resistant to passive attacks, any active malevolent person can
intervene and establish a session key with both involved parties in the communication.

The algorithm that has as input a prime number p big enough and a generator g.
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• U1 picks randomly a number, a number such that 0 ≤ a ≤ p− 2;
• U1 computes c = gb and sends c to U2;
• U2 picks randomly a number b, such hat a ≤ b ≤ p− 2;
• U2 computes d = gb and sends d to U1;
• U1 computes the key k = da = (gb)

a
;

• U2 computes the key k = ca = (gb)
b
.

Starting from this algorithm, A. Jaux introduced another protocol called ”A one
round protocol for tripartite Diffie-Hellman”, this protocol establishes a shared session
key for three users.

With the growth of networks, the need for communications between more than
three users becomes evident. There have been many attempts to establish a shared
secret key for communication between n users [13, 20].

The protocol for establishing the session keys is divided into distributed commune
keys establishment protocols and centralized key establishment protocols. The dis-
tributed mode have a higher cost in case of a large number of users, because each must
participate in establishing process of the common communication key. As computer
networks are increasing in terms of user growth, management protocols of centralized
communication keys seems as an adequate choice.

Among the latest and ones of the most used protocols are presented in [3, 5,
12, 14, 16, 19] protocol that is to satisfy the three most important properties of a
communication key:

• key authentication (assures the users that they use the correct key);
• key freshness (the key used in that moment wasn’t used in the past);
• key confidentiality (protects the current key that isn’t alienated to other users).
The advantage of these centralized protocols is that they use a common key gener-

ation center. At every entrance or exit of a user from a group, the generation center
reconstructs this session key based on the new user or the removed user.

3. Background on Elliptic Curves Cryptography (ECC)

Let Eϑ be an elliptic curve over a finite field K. Eϑ is defined by Weierstrass
equation, as follows:

Y 2 + a1XY + a3Y = X3 + a2X
2 + a4X + a6 (1)

where a1, a2, a3, a4, a6 ∈ K and ∆ ̸= 0. This request, ∆ ̸= 0, ensure the existence of
the differential coefficients in every point of the elliptic curve, for detailed information,
see [8], [9], [11]. For Eϑ, ∆ will be computed as:

b2 = a21 + 4a2
b4 = a1a3 + 2a4
b6 = a23 + 4a6
b8 = a21a6 + 4a2a6 − a1a3a4 + a2a

2
3 − a24

∆ = −b22b8 − 8b34 − 27b26 + 9b2b4b6

According with [15], the curve points set together with infinity point O and an
addition operation (as defined below) construct an abelian group.

Let P,Q ̸= 0 be two points defined over an elliptic curve Eϑ over a finite field
K, and k a natural number. Then, for nonzero points with values P = (X1, Y1),
Q = (X2, Y2), R = (X3, Y3), we have:
(1) Inverse of a point:

−P = (X1,−Y1 − a1X1 − a3)
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(2) Two points sum: R = P +Q{
X3 = λ2 + a1λ− a2 −X1 −X2

Y3 = −(λ+ a1)X3 − ν − a3

where

λ =


Y2 − Y1
X2 −X1

if P ̸= Q

3X2
1 + 2a2X1 + a4 − a1Y1

2Y1 + a1X1 + a3
if P = Q

ν =


Y1X2 − Y2X1

X2 −X1
if P ̸= Q

−X3
1 + a4X1 + 2a6 − a3Y1

2Y1 + a1X1 + a3
if P = Q

(3) Scalar multiplication:

Q = k · P = P + P + . . .+ P︸ ︷︷ ︸
k times

For big values of k, from cryptographically point of view is usefully to define an
algorithm for exponentiation, with applications for [1], [10], [17]. In the particular

case of k =
κ∑
θ=0

λθ2
θ, λθ ∈ {0, 1}, then

kP =
κ∑
θ=1

λθ(2
θP )

where doubling of it is necessary to obtain 2P, 22P, 23P, . . . , 2κP , and the most of
complementary values κ depends by λθ = 1.

3.1. ECC for message authentication. Elliptic Curves Cryptosystems for certain
subspaces has some advantages, like key dimension and generating time, beside clas-
sical ones, because if the elliptic curve subspace is carefully chosen, ECDLP (Elliptic
Curve Discrete Logarithm Problem) will define the attack complexity according with:

Let E be an elliptic curve defined over the Fpt , where Fpt ∈ Fp (Fp a finite space),
a point P ∈ E (Fpt) of order n, and a point Q ∈ E (Fpt), we have to found a point
k ∈ [0, n− 1] such that Q = kP . The integer k is named the discrete logarithm of Q
with P base, noted with k = logPQ.

Encryption/Decryption
Let A and B be two entities which should communicate by sending the message

Pmϖ . The entity A will send the message Pmϖ to the entity B by choosing first a
pseudoaleator number k and private key χA. A will generate a public key PA = χA×β,
from that will compute the encrypted message ′C ′

mA
which consist of points pair

CmA
= {kβ, Pmϖ + kPB

}, where β is the basic point, selected from the elliptic curve.
In the next step, the entity B will choose a public key PB = χB × β, respectively a
private one, χB .

In order to decrypt the message, B must extract the result of the next equation:

Pmϖ + kPB − χB(kβ) = Pmϖk(χBβ) − χB(kβ) = Pmϖ
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In encryption and decryption elliptic curves model, and for Digital Declaration,
the basic parameters will define the elliptic curve subspace type. The strength of
the cryptographic system is determined by the D = (q, αa, αb, G, β, τ), in the next
algorithm.

• Let be the subspaces of parameter p.
• The parameters αa, αb defines the elliptic curve E over Eq, and the equations

Y 2 = X3 +AX +B(p > 3) or Y 2 +XY = X3 +AX +B(p = 2).

• G - a generator point.
• β elliptic curve order.
• τ - co-factor, where τ = #E(Fp)/β.#E(Fp) represents the points number from

the elliptic curve.
In order to implement the mathematical model, the previous enunciated parameters

should achieved the next conditions, named general parameters:
• q = p or q = 2σx , where σx is a prime number.
• The elliptic curve should be non-singular.
• β should be q∂ − 1(1 ≤ ∂ ≤ π), where π usually is 20.
• The elliptic curve should be non-anomalous, which means |E(Fq)| ̸= q.
The main security parameter is β, and the key length is β.

4. Fpt subspaces for ECC

Starting from [21] studies, below we present a method to transfer information
by encrypting it with a public key known only to those who are authorized to access
information through the communication channel. This system of information security
requires each group participant to expose a parameter that will be part of the session
key construction.

The group may be formed of 2, 3, 4, ..., t participants. Each participant se-
lects an unique parameter, as an ID, known to himself and the key generator, which
will be used to provide secure communication. Parameters will form a function
f(2, 3, 4, ..., t) resulting a public key, noted as kt.

To extract the key, the user personal parameter is used and an using control key will
communicate the private key to the participants. The private key will be generated
by the public key generator at the request of a participant authenticated with his
personal parameter, the ID.

Using an algorithm for transforming a sequence (ST ) in a public keykt ∈ {0, 1}∗
will encrypt a plain text with that key and the encrypted text will be transferred
through a secure channel. The message decryption will be done by an user using the
regular private key obtained from the public key generator. However, the encrypted
message must be intended to him so he can decrypt it.

For such a cryptographic system the following steps are defined:
• configuration - the unique parameters are generated for each user/member of the

group for group identification and to create the common private key;
• extraction - according to the corresponding sting of the ID (ST ) the master key

is used to generate the private key corresponding to the public key needed for
group authentication

• encryption - the encryption algorithm is described that will encrypt the message
using the public key;

• decryption - using the private key the message will be decrypted using the de-
cryption algorithm;
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The algorithm used to obtain the private key from the public key generator is a
type of challenge-response system. Because it is part of this category, for construction
we will use, in the same way as in [6, 7] the following steps:

Definitions:
The expression x3 + 1 is a permutation for Fpt, where E is an elliptic curve given

by the equation y2 = x3 + 1, defined over Fpt, and pt is a number through which will
satisfy pt = 6m− 1, where m is a prime number, and m > 3.

Let G ∈ E/Fpt be a group generator of points of order m = (pt + 1)/6.
Selection stage:
Let y0 ∈ Fpt be a point than there is a unique point x0, so that (x0, y0) ∈ E/Fpt.
First transformation stage:
Let 1 + δ ∈ Fp2t be a solution for the equation x3 − 1 = 0 modpt. A transformation

of the equation γ(x, y) = (δx, y) is an automorphism of groups on elliptic curve E. If
G = (x, y) ∈ E/Fpt then γ(G) ∈ E/Fpt.

Determination stage:
The points G, γ(G) generates a group morphism Zm × Zm. We note this group of

points as being E[m]. These points can be computed as in [6, 7].
Second transformation stage:
In order to encrypt the plain text will be made a concatenation between the ID of

whom will receive the message and the string obtained from the encryption function.
To transform the key KT we need a string of code. For this the beginning sequence
of the code (according to ASCII code) will be ST (1) ∈ {0, 1}∗. Using a cryptographic
function, noted with Q : {0, 1}∗ → Fpt∗ we construct the point A : y0 which will be

equal to Q(ST (1)) and x0 = (y20 − 1)1/3 = (y20 − 1)(2pt−1)/3modpt. So A = (x0, y0) ∈
E/Fpt , and we compute AST (1) = 6A in order to get the necessary order for A.

4.1. Transmission and validity of the key. Following the ideas from the previous
paragraphs, ST is made by concatenating the full name of a participant. This means
that the key exchange is required at a certain time and when a participant leaves the
group to deny unauthorized access to information. The validity period for a key pair
(public key and private key) is very small if we want as result a high-level security.

4.2. Functional scheme. Next we want to describe the four steps of the algorithm
which ensure privacy and data integrity.

Setup
As we previous described, we chose an elliptic curve E generated by the instru-

mentality of an prime number pt, pt = 6m− 1, where the prime number is m,m > 3.
We chose G ∈ E/Fpt in accordance with the key transformation ST −KT . Also, we
select s ∈ Zpt∗ and Gpub = sG. The master key is s ∈ Zpt∗ .

The extraction
As we saw, the public key generator will construct a private key, through the

expression: Q(ST (1)) = ST (2) ∈ {0, 1}∗. From this follows AST (2) ∈ E/Fpt of order
m. The private key will be dST (2) = sAST (2) , where s is the master key.

Encryption
Let M be a simple text used by an sender, participant to the encryption pro-

cess. The encrypted text C will be obtained as being (rG,M ⊕ Q(A′)), where
A = (AST (2) , Gpub) ∈ Fpt and r is chosen randomly, r ∈ Zpt .

Decryption
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We have B = (U, V ), an encrypted text with a public key AST (2) . We will again
obtain the simple text from the encrypted text by the following method: M = V +
Q(J), where J = (dST (2) , U) ∈ Fp2t .

4.3. The system’s security. It has been shown that the security of the system is
given by the security of the public key system based on elliptic curves. These aspects
are described in detail and demonstrated in [4, 22]. The method used to create and
generate the public key and the private key does not offer the advantage that attackers
cannot break the security of various systems, but, given the fact that it is based on
numbers generated by elliptic curves it will be an rather secured system. It has been
shown that security systems based on numbers generated by an elliptic curve are
currently the most secure cryptographic systems.

5. Conclusion

In this paper we presented the advantages of using the particular subspaces of
elliptic curves, instead of the entire ones, in cryptographic applications, with the
description of an encryption system based on elliptic curves for a particular space
Fpt . This system represented a higher level method for ensuring data confidentiality
in a group communication by using a subspace which requires a larger volume of
calculations in order to penetrate the encryption system.

Future studies will be made in the direction of defining the computation time for
the keys in such subspace, for a certain nonsupersingular elliptic curve, which has
direct application in Digital Declaration. The main point of the research is based on
figure the nonlinearity of subspaces, from cryptographic point of view.
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